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Abstract— In this paper, we describe a fusion-based face recog-
nition method that is able to compensate for facial expressions
even when training samples contain only neutral expression.
The similarity metric between two facial images are calculated
by combining the similarity scores of the corresponding facial
regions, e.g. the similarity between two mouthes, the similarity
between two noses, etc.. In contrast with other approaches
where equal weights are assigned on each region, a novel fusion
method based on linear discriminant analysis (LDA) is developed
to maximize the verification performance. We also conduct a
comparative study on various face recognition schemes, including
the FRGC baseline algorithm, the fusion of multiple regions by
sum rule, and the fusion of multiple regions by LDA. Experiments
on the FRGC (Face Recognition Grand Challenge) V2.0 dataset,
containing 4007 face images recorded from 266 subjects, show
that the proposed method significantly improves the verification
performance in the presence of facial expressions.

I. INTRODUCTION

The expression variations is an inevitable issue in the
development of a practical face recognition system. However,
most of the researches to date deal with other difficulties, such
as illumination or pose changes [1]. The issue can be described
as follows:

Given facial images with different expressions, how
could we devise an algorithm which robustly identify
a person’s face?

In this paper, we propose a multi-region approach for
improving the robustness to facial expressions. Intuitively, we
argue that smaller facial regions, if judiciously selected, would
be less sensitive to expression variations and may lead to
better overall performance. A key research issue in a multi-
region approach is to devise an effective fusion method so
that individual classification results based on different facial
regions can be combined to yield the best result. Along
this direction, we proposed a score-level information fusion
approach: a weighted combination of similarity scores based
on Fisher’s Linear Discriminant Analysis (LDA) [2]. The
experimental validation of the proposed approach is carried
out by using the Face Recognition Grand Challenge (FRGC)
version 2.0 dataset [3] and the Biometric Experimentation
Environment (BEE) accompanying FRGC.

The rest of this paper is organized as follows: In section
II, we will briefly introduce the Face Recognition Grand

Challenge [3] and give details of our face recognition method
which utilizes multiple facial regions. In section III, we
present the empirical results of various methods, including
the FRGC baseline, the single-region methods, and the multi-
region methods. Section IV gives a discussion of issues raised
by the approach presented in this paper. Finally, we make
concluding remarks in section V.

II. THE DATASET AND THE PROPOSED METHOD

A. The FRGC v2.0 dataset

We perform face recognition experiments on the FRGC v2.0
dataset [3]. In the FRGC dataset, 3D images with a resolution
640 × 480 consist of both shape and textures channels. The
two disjoint data partitions, training and validation partitions,
contains 943 and 4007 3D images respectively. Among the
challenge problems defined in FRGC v2.0, we focus on
experiment 3t which utilizes only texture channel in a 3D
image. Performance will be reported on a Receiver Operator
Characteristic (ROC) that shows the trade-off between verifi-
cation rate and false accept rate (FAR). In the FRGC protocol,
three masks are defined over the similarity matrix where each
entry contains the matching score of an image pair. Each
mask collects its own set of entries in a similarity matrix,
thus generating three ROC curves which will be referred to
as ROC I, II and III. The images within an image pair are
called gallery and probe. In ROC I, gallery and probe are
from the same semester. In ROC II, gallery and probe are
from the same year. In ROC III, gallery and probe are from
different semesters. In average, ROC III has the longest time
lapse between gallery and probe and therefore is the most
challenge experiment. Throughout this paper, we use ROC
III to compare the performances of different methods, unless
otherwise specified.

B. Proposed Face Recognition Method

In order to identify the improvement achieved by using
multiple facial regions, the proposed face recognition method
closely follows the structure of the FRGC baseline algorithm.
Interesting readers may refer to [4] for details about the FRGC
baseline algorithm. The step-by-step illustration of our method
is as follows:



1) Texture only experiment: We intentionally discard the
shape images in our experiments. Hence, the resulting
performance is completely relied on the features ex-
tracted from texture images.

2) Preprocessing: The main objective of the preprocessing
is to normalize the geometry and the brightness of a
facial image. A 480×640 color image is converted to a
150×130 graylevel image during this step, as shown in
Figure 1. The geometric normalization gives the same
pixel distance between eye locations to all faces. Also,
the nose tip of every subject is translated to the same
location on a normalized image. To compensate for
brightness changes, we apply the histogram equalization
to reduce the effect of illumination variations. Note
that we use the implementation provided by the FRGC
baseline algorithm without any modification.

3) Specify the regions of interest: Instead of using the
entire normalized texture image as the FRGC baseline
algorithm does, the feature vectors are extracted from
local regions. We use 3 regions in our experiments,
namely forehead, nose, and left eye (see Figure 2). These
areas tend to change less for expression variations.

4) Dimension reduction: We use a popular technique, the
Principal Component Analysis (PCA) [5], [6], to obtain
a linear subspace for each region. The basis of linear
subspaces is computed by using the training partition
containing 943 range images. The first 10 eigenvectors
are dropped and the following 100 eigenvectors span a
lower dimensional feature space. Note that the param-
eters for dimension reduction are exactly the same as
those used in the FRGC baseline algorithm.

5) Similarity metric : Given two feature vectors a,b ∈ Rd,
the similarity between these two feature vectors, denoted
by s(a,b), is defined as the following.

s(a,b) =

∑d
i=1

1√
λi

aibi

‖a‖M · ‖b‖M
(1)

where

‖a‖2M =
d∑

i=1

1√
λi

a2
i (2)

The λi denotes the ith largest eigenvalue of the covari-
ance matrix [7]. This is also the similarity metric used
by the FRGC baseline.

6) Fusion of similarity metrics: There are many methods
for conducting fusion on biometrics [4], [8], [9], which
usually lead to a better identification/verification perfor-
mance. Here, we use two simple schemes, namely the
sum rule and the linear discriminant analysis, to com-
bine the similarity metrics from different facial regions.
The hypothesis is that combining multiple regions will
deliver a consensus decision with better quality.

Fig. 1. The scale and position of a face are normalized during the
preprocessing step. Left: a raw image; Right: the resulting normalized image.

Region 1 Region 2 Region 3

Fig. 2. We specify 3 regions on a facial image. Matching scores obtained
from each region are combined to yield the final matching score.

III. EXPERIMENTAL RESULTS

A. The Single Region Algorithms

Before combining facial regions, we first conduct face
recognition experiments by using individual facial region. The
ROC curves of three different regions are shown in Figure 3(a).
The verification rates at 0.1% FAR are 23.96%, 20.22%, and
17.60% respectively for forehead, nose, and left eye regions.
All of the selected regions yield better results than that of
the FRGC baseline. The verification rate at 0.1% FAR of the
FRGC baseline is 15.03%. Obviously, a relatively small facial
region is more robust to expression variations than a whole
face. Hence, one can improve the face recognition performance
by using a local facial region.

Intuitively, some facial regions should be more important
than others in terms of face recognition performance. To ex-
plore the relative importance of each region, we could compare
their ROC curves in Figure 3(a). The results suggest that
forehead region yields the highest verification rate followed
nose region. This is an interesting result since psychological
experiments typically indicate that eyes are the most important
followed by mouth and the nose [10].

So, how could we reasonably interpret this empirical find-
ing? One plausible explanation is that the shape of mouth and
eyes will change across different expressions. If a face recog-
nition algorithm utilize these regions, the intra-class variation
would increase in the presence of expression variations.

B. Fusion by Sum Rule

The simplest way of fusion is to add the similarity scores
from different regions together, i.e. equal weights are assigned
since we don’t know the relative importance of each region.
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Fig. 3. ROC curves obtained by (a) using different facial regions and (b) combining multiple facial regions.

Figure 3(b) shows the results of sum rule on the FRGC
experiment 3t. Note that the verification performance of sum
rule is better than that of any single region. This confirms the
fact that a better classification performance can be achieved
by combining multiple classifiers. For ROC III, the verification
rate of sum rule is 30.84% at 0.1% FAR, which is a significant
improvement over the FRGC baseline.

C. Fusion by Linear Discriminant Analysis

In the FRGC protocol, there are two non-overlapping data
partitions: training and validation. During algorithm devel-
opment, experiments are conducted on the validation parti-
tion. This allows researchers to tune the parameters of their
approaches. However, finding a subspace representation and
classifier training are required to be conducted on the training
partition. Here, we use Fisher’s Linear Discriminant Analysis
(LDA) [2] to obtain the optimal weighting vector from the
training samples. In FRGC v2.0 dataset, there are totally 943
images in the training partition.

Let s = (s1, s2, . . . , sn)T denote a score vector, where n is
the number of facial regions, n ≤ 3 in our experiments. Each
si is the matching score of ith region, generated from a pair of
images. The goal of discriminant analysis is to find the optimal
projection direction for which the projected samples are well
separated. A projected sample π is a linear combination of the
components of s.

π = wT s (3)

where w is the weighting vector that maximizes the follow-
ing criterion function.

J(w) =
wT SBw
wT SW w

(4)

The between-class scatter matrix SB and the within-class
scatter matrix SW are defined by

SB = (m1 −m2)(m1 −m2)T (5)

SW =
2∑

i=1

∑

sk∈Si

(sk −mi)(sk −mi)T (6)

Here, we have a typical two-categories classification prob-
lem. The two classes are the matching class and the non-
matching class. The matching class contains the score vectors
from image pairs of the same person while the non-matching
class is generated by image pairs of different persons. In Eq.
(5) and (6), m1 is the mean score vector of training samples
belonging to match class and m2 is the mean score vector of
training samples belonging to non-match class. Similarly, S1

denotes the set of training samples belonging to match class
and S2 denotes the set of training samples belonging to non-
match class. The w that maximize the criterion function J(w)
is given by

w = S−1
W (m1 −m2) (7)

The LDA provides the optimal projection direction w that
maximizes the separation between projected samples. The
result of fusion by LDA is shown in Figure 3(b). Once again,
we observe a significant improvement over the FRGC baseline.
We should mention the fact that the training partition contains
only neutral expression while the validation partition contains
different expressions. Hence, the distribution of training sam-
ples is expected to be different from the distribution of valida-
tion data in the FRGC v2.0 protocol. This points out a future
direction that one could expect performance improvement by
including facial images with expression changes in the training
partition. The weights assigned on the selected regions are
shown in Table I.



TABLE I
THE WEIGHTS ON THE SELECTED REGIONS OBTAINED BY LDA

Number of Weights VR @ FAR = 0.1%
selected regions #1 #2 #3 ROC-I ROC-II ROC-III

3 regions 0.5364 0.6918 0.4834 0.4426 0.3817 0.3104
2 regions 0.5928 0.8054 0 0.4134 0.3529 0.2816
1 region 1 0 0 0.3599 0.3045 0.2396
1 region 0 1 0 0.3082 0.2596 0.2022
1 region 0 0 1 0.2566 0.2195 0.1760

FRGC baseline algorithm 0.2793 0.2204 0.1503

IV. DISCUSSION

From the experiment results in Figure 3(b), we observe
that the LDA achieves similar performance as the sum rule.
For ROC III, the verification rate of LDA and sum rule are
31.04% and 30.84% respectively (at FAR = 0.1%). Ideally, the
LDA obtains the optimal weighting vector from the training
samples. It is expected that the distribution of training data
is an important prior knowledge for us to construct a better
fusion scheme. In the FRGC experiment 3t, however, the
representativeness of training samples is quite limited since
there is only neutral expression in the training images. Even
with a vast amount of training data, the resulting weighting
vector would be unlikely to do well on novel images.

Rather, we might seek to simplify our fusion strategy,
motivated by a belief that the similarity scores from different
regions are independent and identically distributed (i.i.d.).
Under the i.i.d. assumption, it is easy to show that the
weighting vectors obtained by the LDA and the sum rule
are equivalent. Indeed, a simpler fusion method might have
slightly poorer performance on the training samples. But,
if a sophisticated fusion scheme is unlikely to yield good
generalization, we would favor the simplest combination rule,
i.e. the sum rule. Similar observations have been reported by
Kittler et al. [11]. They conducted a comparative study on
various classifier combination schemes and found that the sum
rule outperformed others.

V. CONCLUSION

We have developed a face recognition system which inte-
grates multiple regions of a facial image. The proposed system
overcomes the limitations of the single-region algorithm. The
performance improvement is due to the combination schemes
which generate the final matching score with a higher quality
than those based on a single region. Experimental results
indicate that the verification performance of the fusion by LDA
is the same as the fusion by sum rule. One possible explanation
is that the distribution of training samples is different from the
distribution of testing samples in the FRGC v2.0 dataset. This
is the issue of generalization [2]. If the training samples are not
representative, their availability is not helpful for us to build
a better fusion scheme. Hence, it is unlikely that a complex
fusion scheme with good training accuracy would also provide

good generalization. Overall speaking, the proposed multi-
region face recognition algorithm yields promising results on
the FRGC v2.0 dataset, especially the improved robustness in
the presence of facial expressions.
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