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ABSTRACT

Many works have been proposed for food image analysis,
such as food recognition and ingredient recognition, in or-
der to facilitate healthcare applications. However, relatively
fewer studies have been done on jointly considering multiple
factors. In this paper, we think that a food image is better de-
scribed by not only what food it is but also how it was cooked.
We propose neural networks to jointly consider food recogni-
tion, ingredient recognition, and cooking method recognition,
and verify that recognition performance can be improved by
taking multiple factors into account. We collect a food im-
age dataset consisting of clean ingredient information, and
demonstrate effectiveness of the proposed recognition mod-
els from various viewpoints.

Index Terms— Joint correlation, food recognition, ingre-
dient recognition, cooking method recognition

1. INTRODUCTION

Food image analysis has attracted much attention for its prac-
ticability and technical challenges. As more and more food
images shared on social media platforms, visual food recog-
nition is not only the foundation of healthcare-related ap-
plications, but also an important clue to explore people’s
living style. Previous food-related works mainly include
food recognition [1][2][3][4], food quantity/calory estimation
[5][6][7], and recipe retrieval [8][9].

Recently, works on image captioning emerge rapidly be-
cause of its extensive potentials in bridging the semantic gap
between visual features and high-level semantics. Thanks to
the rapid advancement of deep visual representation by con-
volutional neural network and language generation by recur-
rent neural network, performance of image captioning scales
up to a large factor in just recent two years [10][11].

The elegant models mentioned above, however, largely
focus on general-purposed image captioning, which may not
well catch uniqueness of images in a specific domain. In this
work, we concentrate on food image captioning for three rea-
sons. First, tremendous amounts of food images are daily
shared on social media platforms. These images not only
show what a user eats, but also present the user’s life style.

Second, food image descriptions facilitate many valuable ap-
plications, such as health management, recipe recommen-
dation, and restaurant recommendation. Third, unlike gen-
eral image captioning, an appropriate food image description
should show not only the food name, but also the way it was
cooked. For example, description like “roasted beef with soft-
boiled eggs” is richer than “beef and egg” when a user tries to
order a meal with a menu showing food images. The verb-
noun pair showing the cooking method and the ingredient
makes food image description distinct from general-purposed
image captioning.

In order to generate food image description consisting of
verb-noun pairs (VNPs), we propose neural frameworks that
jointly consider multiple factors, i.e., food name, ingredients,
and cooking methods. With this joint recognition model, bet-
ter recognition rate can be obtained and thus better descrip-
tions can be generated. Contributions of this work are sum-
marized as follows.

• A learning framework is proposed to jointly consider
multiple factors as well as transfer information from
one modality to another modality, in order to improve
performance of a targeted task.

• Based on the proposed framework, we propose food
image descriptions as a set of verb-noun pairs, gen-
erally a cooking method followed by an ingredient.
Correlations between cooking methods and ingredients
with given visual information are learnt based on recipe
information.

• To facilitate the proposed food image description, we
collect a food image dataset associated with well-
organized recipe information. In contrast to previous
datasets where recipe data are usually just for food
recognition, we analyze cooking steps and associated
ingredients, and summarize a recipe as a set of verb-
noun pairs to facilitate construction of the proposed
system.

The rest of this paper is organized as follows. Section 2
describes the framework generally adopted to food recogni-
tion, cooking method recognition, and ingredient recognition.
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(a) French Fries (b) Chocolate
Cake

(c) Chicken Curry (d) Cheese Plate (e) Caprese
Salad

(f) Beet Salad

Fig. 1. Sample images from the UPMC dataset.

(a) Citrus Salsa
Salmon

(b) Pasta (c) Maple
Pear Salad

(d) Cheese Cake (e) Almond Cade (f) Chocolate
Whoopie Pies

Fig. 2. Sample images from our dataset.

Details of the learning framework will be provided. With
these recognition results, the proposed food image descrip-
tion in the representation of VNPs is described in Section 3.
Section 4 describes experimental results in several aspects,
followed by the concluding remarks given in Section 5.

2. JOINT RECOGNITION

We advocate that recognition of one factor, e.g., food recog-
nition, can be benefited by considering two other factors, i.e.,
cooking method and ingredient. In the following, we take
food recognition as the main example to show how other fac-
tors are considered, while the same idea can be employed to
enhance cooking recognition or ingredient recognition.

2.1. Databases

Two databases are used in this study. The first is the UPMC
Food-101 dataset [8] that covers 101 food categories and
includes totally 90,840 images. Images were retrieved by
Google Image search, with queries from the 101 labels taken
from the ETHZ Food-101 dataset [2]. In order to study recipe
recognition, raw HTML pages that embed these images were
also collected. The number of images having corresponding
HTML text is 86,574. Figure 1 shows several sample im-
ages and corresponding food names from the UPMC dataset.
Some images are with complex background, e.g., the Cheese
Plate in Figure 1(d), and accurately recognizing them is not
an easy task.

The UPMC Food-101 dataset is quite challenging because
images were collected from uncontrolled sources. In addi-
tion, the collected HTML pages may not highly relate to the
embedded food images. To facilitate more precise food im-
age description, we need a dataset with clean recipe informa-

Fig. 3. A sample food image (Beef Wellington) and its corre-
sponding ingredients and cooking directions in our dataset.

tion. For this purpose, we crawl images of ten food categories
defined in Recipe.com1, including beef, bread, burger, cake,
casseroles, chicken, chili, cookies, fruit, and grilling. We col-
lected 9,363 images in total, with each image associated with
a clean recipe. Figure 2 shows several sample images and the
corresponding food names from our dataset. Figure 3 shows
a food called Beef Wellington and the corresponding recipe
consisting of ingredients and cooking directions. This exam-
ple also shows the shortage of food name for us to realize
what this food really is. From the food name, we only know
it is a kind of beef meal, but have no idea about how it was
cooked and hardly imagine how it tastes. Associating cook-
ing methods and ingredients is thus important in food image
description.

1http://www.recipe.com



Fig. 4. The baseline deep framework for food recognition.

2.2. Baseline Model

Food Recognition. Figure 4 shows the framework of a base-
line model for food recognition. Given a food image, we ex-
tract its convolutional neural network (CNN) features based
on the MatConvNet toolbox [12] with the vgg-f pretrained
model [13]. Results of the seventh layer, i.e., the last fully-
connect layer, are taken as the image representation, which is
4,096-dimensional and is shown as v in Figure 4. Based on
this image representation, a five-layer fully-connected neural
network is constructed to do recognition. The input layer con-
sists of 4,096 nodes, followed by three fully-connected layers
with 2,048, 4,096, and 2,048 nodes, respectively. The out-
put layer is a softmax layer with 101 nodes, which outputs
the probabilities of the given image belonging to 101 food
classes defined in the UPMC dataset.

To train this network, from each food class of the UPMC
dataset we randomly select 500 images as the training data,
and the remaining images are used for testing. The loss func-
tion to be minimized is cross entropy, and the optimizer is
Adam. In the experiment, we perform training and testing
based on the random-split scheme for five times, and report
the average recognition result.

Ingredient Recognition. The same framework as shown
in Figure 4 is also adopted to do ingredient recognition. We
build the ingredient recognition model based on our dataset,
because it has clean recipe information. For ingredient in-
formation, we manually filter out stop words and commonly-
used units like spoon and jar. Finally 130 different ingredients
are retained in total. Unlike the one-hot representation in food
recognition, the ground truth vector y is a 130-dimensional
binary vector where multiple entries would be unity because
a food often contain multiple ingredients.

Cooking Method Recognition. Based on the cooking
direction information of our dataset, we conclude ten com-
mon actions: cook, bake, toast, roast, season, grill, broil,
heat, simmer, and stew. A food may be prepared with sev-
eral actions, like roast the beef, and cook the mushrooms.
The ground truth vector is thus a 10-dimensional binary vec-
tor where multiple entries would be unity. The same frame-
work as shown in Figure 4 is also adopted for cooking method
recognition.

Fig. 5. Illustration of the first joint model, with the idea of
similar mid representations.

2.3. Enhanced Models Considering Correlation

To enhance performance of food image analysis, we conjec-
ture that food name, ingredients, and cooking methods are
correlated, and by jointly considering multiple factors, per-
formance gain can be obtained. Similar idea was also re-
cently proposed in [14] and [9]. In [14], ingredients were first
implicitly detected based on part-based texture features, and
food classification was then achieved by considering results
of ingredient recognition with a multikernel support vector
machine. In [9], end-to-end deep networks with variations
of shared layers and classification layers were proposed. Our
work is conceptually similar to [9], with more consideration
on cooking method recognition.

Joint Model 1: Shared Mid Representation. The first
idea to boost food recognition is that the mid representation
learnt for three recognition tasks should be similar. Figure 5
shows the framework of the first joint model. To make the fig-
ure simple and clear, we just illustrate the case where ingre-
dient recognition and food recognition are jointly considered.

The cost function to construct the joint model is defined
as the sum of two types of cross entropy values: C =
λEf (yf , ŷf )+(1−λ)Ei(yi, ŷi), whereE(y, ŷ) is the cross
entropy between y and ŷ, yf and yi are the ground truth vec-
tors of food and ingredient, respectively, and ŷf and ŷi are
the output probability vectors of food names and ingredient,
respectively. The parameter λ is used to weight the impor-
tance of food recognition and ingredient recognition, and is
set as 0.5 currently.

Joint Model 2: Early Fusion. The second idea is simply
concatenating the probability vector of ingredient recognition
with the CNN feature of the given image to form an enhanced
image descriptor. This idea is similar to early fusion widely
used in integrating multimodal features. Figure 6 illustrates
this idea. Note again that, to make the figure simple and
clear, we only illustrate using ingredient recognition results
to enhance food recognition here. Based on such concate-
nated descriptor, the cross entropy between predicted results
and ground truth is minimized to train the neural network.



Fig. 6. Illustration of the second joint model, with the idea of
early fusion.

Fig. 7. Illustration of the third joint model, with the idea of
transformed fusion.

Joint Model 3: Transformed Fusion. In joint model 2,
we concatenate the probability vector of ingredient recogni-
tion with the CNN feature, which in fact have different physi-
cal meanings. On the other hand, in joint model 3 we propose
to transform both vectors by a hidden layer into a common
space, and then combine the transformed vectors by adding
them together. Figure 7 illustrates this idea. We again use
cross entropy as the loss function to train the neural network.

Note that the proposed joint models can be adopted to im-
prove ingredient recognition based on results of food recog-
nition and cooking method recognition, or improve cooking
method recognition based on results of food recognition and
ingredient recognition. In the evaluation section, we will
compare recognition performance of the baseline model and
three joint models.

3. FOOD IMAGE DESCRIPTION

Given a test image I , the cooking method recognition model
mentioned above would output a probability vector c =
(pc1, p

c
2, ..., p

c
M ) showing the probability of I being cooked by

each method. Similarly, the ingredient recognition method
would output a probability vector g = (pg1, p

g
2, ..., p

g
N ) show-

Table 1. Accuracy of food recognition based on the baseline
model, the three joint models enhanced by ingredient, cook-
ing, or both.

with ingredient with cooking with both
Joint Model 1 0.3885 0.3983 0.0106
Joint Model 2 0.3884 0.4044 0.3943
Joint Model 3 0.3976 0.4012 0.3995
Baseline 0.3833
[8] (visual only) 0.3391

ing the probability of I containing each ingredient. Conceptu-
ally, the most probably verb-noun pair can be found by finding
(c∗, g∗) such that

(c∗, g∗) = arg max
i=1,...,M
j=1,...,N

pci × pgj . (1)

To further consider the correlation between cooking meth-
ods and ingredients, we process the collected recipes by pair-
ing each detected cooking term, e.g., roast, with its closest
succeeding ingredient, e.g., beef. We thus found a large num-
ber of verb-noun pairs, like roast beef and cook tomato, from
the recipe set. The frequency of each VNP is then normalized
to be the prior probability of an action taken to cook an ingre-
dient. The prior probability of the cooking method i used to
cook the ingredient j is denoted as prij . With this information,
the most probably VNP is then determined by finding (c∗, g∗)
such that

(c∗, g∗) = arg max
i=1,...,M
j=1,...,N

prij × pci × pgj . (2)

In the evaluation, we in fact find the five VNPs with five
largest probabilities to be image descriptions.

4. EXPERIMENTAL RESULTS

4.1. Performance of Joint Models

We evaluate performance of the proposed joint models based
on the UPMC dataset. To more finely evaluate the influence
of different factors, we evaluate three joint models enhanced
by different combinations of factors. Table 1 shows perfor-
mance of food recognition obtained based on different mod-
els. As can be seen, all three joint models consistently out-
perform the baseline model, except for the first joint model
considering both ingredient and cooking. Although results
of ingredient recognition and cooking method recognition are
not perfect, the joint models take advantage of extra infor-
mation to facilitate more accurate food recognition. The sec-
ond observation is that jointly considering more information
does not necessarily yield better performance. In Table 1,
the best performance is obtained by the early fusion method
(Joint Model 2) that fuses the result of cooking method recog-
nition with the CNN visual descriptor. For the UPMC dataset



Table 2. Accuracy of ingredient recognition based on the
baseline model, the three joint models enhanced by food,
cooking, or both.

with food with cooking with both
Joint Model 1 0.3700 0.3620 0.5552
Joint Model 2 0.5550 0.5550 0.5549
Joint Model 3 0.5552 0.5445 0.5358
Baseline 0.5379

Table 3. Accuracy of cooking method recognition based on
the baseline model, the two joint models enhanced by food,
cooking, or both.

with food with ingredient with both
Joint Model 1 0.5550 0.5550 0.5549
Joint Model 2 0.5496 0.5496 0.5496
Joint Model 3 0.5558 0.5476 0.5480
Baseline 0.5498

that includes 101 food classes, we obtain 40.44% recognition
accuracy, which significantly outperforms 33.91% accuracy
reported in [8].

Table 2 shows recognition accuracy of ingredients based
on different models. Here we again see superior performance
of joint models. More interestingly, we observe that the first
joint model does not yield reliable performance in ingredi-
ent recognition. The best performance is obtained by the
third joint model, with the help of food recognition results.
The performance difference between the second and the third
joint models is slight. Jointly considering more information
doesn’t yield better performance.

Table 3 shows recognition accuracy of ingredients based
on different models. We observe that the first joint model con-
sistently outperforms the baseline model. Through the results
mentioned above, we verify effectiveness of joint models, and
conclude that joining appropriate information is the key to get
performance gain.

4.2. Performance of Food Image Description

4.2.1. Effectiveness of VNPs

Because there is no ground truth of food image description,
we evaluate the proposed food image description based on
subjective tests. Ten subjects were invited to join the ex-
periment, where each person was randomly given fifteen to
twenty food images with the automatically generated descrip-
tions. Two types of descriptions were generated for food im-
ages randomly selected in the test set of the UPMC database:
(1) only ingredient recognition results; and (2) the generated
verb-noun pairs. These two types of descriptions were ran-
domly juxtaposed, and the subjects were asked to select which
one was better to annotate the given food image.

Overall, VNP is viewed better in 86 of 155 food images,

Table 4. Performance of food image captioning, in the rep-
resentation of the number of images that are viewed to have
better caption results.

Dataset CaptionBot Our method
UPMC (totally 58 images) 19 39
Our dataset (totally 100 images) 16 84

while the rest 69 of 155 food images are viewed to be bet-
ter annotated by ingredient only. The VNP-based description
is not significantly better because both results of ingredient
recognition and cooking method recognition are still not good
enough (see Table 2 and Table 3). The effectiveness of VNPs
might be largely elevated if these two recognition results can
be improved.

4.2.2. General-Purposed Image Captioning vs. VNPs

We design a subjective experiment to compare results of
general-purposed image captioning with food-specific VNPs.
Given a food image selected in the test set of the UPMC
database, or our dataset, we generate VNPs by our method
and generate a general-purposed image caption by Microsoft
CaptionBot service2. Two types of descriptions were pre-
sented to subjects, who were then asked to measure which
caption is better to describe the given food image. As can
be seen in Table 4, among the 58 test images in the UPMC
dataset, our VNP-based captions are viewed to be better de-
scription in 39 images. Among the 100 test images in our
dataset, the VNP-based captions are viewed to be better de-
scription in 84 images. Results for images from our dataset
are much better than that from the UPMC dataset. The main
reason is that the prior probability described in eqn. (2) can be
more accurately estimated in our dataset, because our dataset
have cleaner recipe information.

Fig. 8 shows a food image representing Burger, and Ta-
ble 5 shows recognition results and image descriptions in the
representation of VNPs as well as the image caption gener-
ated by CaptionBot. As can be seen, we correctly recognize
that the given image is Burger. The top five recognized ingre-
dients are egg, milk, cheese, corn, and lemon, which are satis-
factory results. The top three recognized cooking methods are
heat, bake, and cook, which can be imagined to make a burger.
By finding the most likely VNPs, the top five VNPs are bake
egg, bake onion, bake tomato, bake beef, and bake cheese.
All of them are appropriate VNPs because they are all neces-
sary processes in making a burger. By showing food recogni-
tion result followed by VNPs, we can generate a description
that provides information richer than a general-purposed im-
age caption, as shown in the last row of Table 5.

2https://www.captionbot.ai/



Table 5. Recognition and image caption (VNP) results corresponding to Fig. 8.
Types Results
Food recognition Burger
Ingredient recognition (top 5) egg, milk, cheese, corn, lemon
Cooking method recognition (top 3) heat, bake, cook
Image captioning (food name followed by top 5 VNPs) Burger: bake with egg, bake with onion, bake with tomato, bake beef, bake with cheese
Microsoft CaptionBot I think it’s a sandwich on a plate.

Fig. 8. A food image representing Burger.

5. CONCLUSION

We have presented a food image description system based on
joint recognition. Three schemes are proposed to join infor-
mation from multiple factors in a learning framework. Based
on recognition results, we generate verb-noun pairs that not
only shows what food it is but also show how it was cooked.
In the evaluation, we verify the effectiveness of joint models,
and show that VNPs are more effective in describing food im-
ages, as compared to general-purposed image captioning. In
the future, how to more tightly integrate different recognition
results or intermediate representation in a learning framework
is still an important issue.
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