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ABSTRACT
We propose to achieve movie genre classi�cation based only on
movie poster images. A deep neural network is constructed to
jointly describe visual appearance and object information, and clas-
sify a given movie poster image into genres. Because a movie may
belong to multiple genres, this is a multi-label image classi�cation
problem. To facilitate related studies, we collect a large-scale movie
poster dataset, associated with various metadata. Based on this
dataset, we �ne-tune a pretrained convolutional neural network to
extract visual representation, and adopt a state-of-the-art frame-
work to detect objects in posters. Two types of information is then
integrated by the proposed neural network. In the evaluation, we
show that the proposed method yields encouraging performance,
which is much better than previous works.
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• Computing methodologies → Image representations; Vi-
sual content-based indexing and retrieval; Neural networks;
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1 INTRODUCTION
Image attribute extraction has been widely studied in recent years,
since visual attributes can boost various tasks such as image re-
trieval [14] and image captioning [18]. Most prior studies either
focus on detecting or recognizing visual entities like object and
scene, or extracting semantic concepts embedded in images. These
attributes really provide widespread in�uence on multimedia re-
trieval and many computer vision applications. On the other hand,
some visual attributes are implicit but can be easily perceived by
human beings. Image styles [4], image aesthetics [10], and attrac-
tiveness estimation [16] are instances of such attributes.
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Figure 1: Samplemovie poster images. (a) 88Minutes (Crime,
Drama,Mystery); (b)Caption America: The First Avenger (Ac-
tion, Adventure, Sci-Fi); (c) Nebraska (Adventure, Comedy,
Drama); (d) Nacho Libre (Comedy, Family, Sport).

When studying visual attributes for di�erent types of images, we
found that movie poster image is a type of medium with very rich
attributes. First, movie posters are created to attract people paying
time and money to watch the corresponding movie. Information
on a movie poster, therefore, should be attractive. Figure 1 shows
four sample posters. In the �gure caption we show movie name and
the corresponding genres (in the parentheses), which are obtained
from the IMDB1 website. Most of them present the most important
imagery of the corresponding movie. For example, Figure 1(a) shows
a violent scene with a crashed car in �re and the actor with gun.
This dramatic scene attracts people who like excitement or violence.
Second, di�erent movies target at di�erent populations, and movie
posters should concisely present genre information. For example,
we can clearly perceive that Figure 1(a) and Figure 1(b) present
action elements, Figure 1(c) seems mysterious, and Figure 1(d) looks
funny. Third, movie posters usually present important objects like
the main actor’s name, like Al Pacino in Figure 1(a), and typical
objects to demonstrate characteristics of a movie, like gun and �re in
Figure 1(a) and the shield of Captain America in Figure 1(b). Overall,
the �rst aforementioned observation is highly related to image
aesthetics or attractiveness estimation; the second observation is
related to genre or style classi�cation; while the third observation
is involved with object detection. Therefore, we think movie poster
is a good research target with many technical challenges but was
overlooked before.

In this work, we propose to analyze movie poster images and
classify them into movie genres based on a neural network jointly
considering heterogeneous information. Motivated by the interest-
ing work [8] that judges a book by its cover, i.e., determining the
genre of a given book cover, we would like to investigate how likely

1http://www.imdb.com
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we can determine the genre of a movie poster. This work corre-
sponds to the second aforementioned observation, and could be the
fundamental module for movie content access, management, and
presentation. Estimating subtle attributes from only images is actu-
ally not a totally new idea. The work in [2] shows that a person’s
�rst name can be roughly predicted based only on his/her face im-
age. Other attributes like occupation can also be predicted to some
extent based on face image [3]. The reasons for enabling such pre-
dictions are that �rst name is statistically related to genders, races,
and when a person borns, and occupation is statistically related
to genders, ages, and other body context. These inspiring works
motivate us to study implicit factors related to movie genres, and
encourage us to build a computational model to do classi�cation.

Contributions of this work are summarized as follows.
• To promote and facilitate the proposed movie poster anal-

ysis, we collect a large-scale movie poster dataset from the
IMDB website. This dataset mainly consists of posters of
movies released from 1980 to 2015 in Hollywood, as well
as the associated metadata like movie genre, names of the
director and main actors, box o�ce, and so on.

• We construct a computational model based on deep neu-
ral network to automatically classify a movie poster into
genres. Note that one movie belongs to multiple genres,
see Figure 1. This task is therefore a multi-label image
classi�cation problem.

Note that, although classifying a movie poster image into genres
is the main target of this work, potential contributions of this study
is to limited to this. With movie genre classi�cation, we may be
able to construct a movie recommender system assuming that a
person likes movies of similar genres. The relationship between
objects and movie genres can be discovered, and can be important
clues for amateurs to design posters. Based on the experience of
the model construction, we may extend this computational model
to estimate other movie properties like box o�ce.

The rest of this paper is organized as follows. Section 2 provides
brief literature survey on movie genre classi�cation. Section 3 de-
scribes the proposed model to achieve movie genre classi�cation
based on poster images. Details of the multi-label classi�cation prob-
lem are provided. Evaluation results and discussion are provided in
Section 4, and Section 5 concludes this paper.

2 RELATEDWORKS
There have been a few works on movie genre classi�cation. Rasheed
and Shah proposed one of the earliest works on movie genre classi-
�cation [11]. They �rst classi�ed a preview (trailer) into action or
non-action movie based on average shot length and motion con-
tent. Non-action movies were further classi�ed into comedy, horror,
or drama/other based on light intensity, which was inspired by
cinematic principles. Action movies were further analyzed based
on audio energy and �re/explosion detection. Zhou et al. [19] ex-
tracted keyframes from movie trailers. From keyframes features
like GIST, CENTRIST, and W-CENTRIST were extracted, and a bag
of visual word model was constructed to represent a movie. Based
on such representation, similarity between movies was calculated,
and a nearest neighbor classi�er was used to classify a movie trailer
into one of the four genres, i.e., action, comedy, drama, and horror.

Recently, Simoes et al. [15] used a convolutional neural network
(CNN) to classify movie trailers into genres. They proposed a movie
trailer dataset and veri�ed that features extracted by the CNN ap-
proach signi�cantly outperforms handcrafted low-level features.
Wehrmann and Barros [17] proposed a novel classi�cation method
that consists of an ultra-deep CNN with residual connections. In
addition to visual information, they further extracted temporal
information for movie genre classi�cation.

The aforementioned studies are mainly working on movie trail-
ers. On the contrary, very few works were proposed to do movie
genre classi�cation based on poster images. This may be due to
that a poster image just provides limited information, which gives
rise to signi�cant challenges in feature representation as well as
genre classi�cation. The work in [7] may be the earliest published
study on movie poster classi�cation. They worked on a dataset
consisting of 1,500 posters belonging to six genres, i.e., action, an-
imation, comedy, drama, horror, and war. Low-level features like
dominant colors, edge-based features, and number of faces were
used to represented movie posters. A poster was classi�ed into one
or two genres based on a nearest neighbor classi�er. They pointed
out that one movie usually belongs to multiple genres. The same
researchers later extended the evaluation dataset to 6,000 posters
belonging to 18 genres [6], but similar feature representation and
classi�cation schemes were used. In our work, we try to investigate
how deep learning approaches can solve the movie poster classi-
�cation problem, based on a large-scale dataset associated with
various metadata. We will compare with [7] and show performance
of di�erent variants of the proposed framework.

3 MOVIE GENRE CLASSIFICATION
3.1 Deep Neural Network
Given a set of training data D = {X ,Y }, where X = (x1,x2, ...,xN )
is the set of N poster images and Y = (y1,y2, ...,yN ) is the corre-
sponding genre information. The vector yi = (yi,1,yi,2, ...,yi,M )
is a binary vector, where yi, j = 1 indicates that the ith poster
belongs to the jth genre. Note that a movie may belong to mul-
tiple genres, i.e., 1 ≤

∑
j yi, j ≤ M . Based on D, we would like

to construct a computational model that outputs the probabil-
ity of a given poster image xi belonging to each movie genre.
That is, the constructed model acts as a function F such that
F (x ) = (ŷi,1, ŷi,2, ..., ŷi,M ), where 0 ≤ ŷx, j ≤ 1. A good model
would output the estimated vector (ŷi,1, ŷi,2, ..., ŷi,M ) as close to
the ground truth vector (yi,1,yi,2, ...,yi,M ) as possible.

In this work, we construct the function F by jointly consider-
ing visual representation extracted from a convolutional neural
network, and object information extracted by one state-of-the-art
object detector [12]. Figure 2 illustrates the overall network struc-
ture. To extract e�ective visual representation, we construct the
convolutional neural network similar to the convolutional part of
AlexNet [9], as shown in the �rst part of Figure 2. This network
consists of seven convolutional layers, where the seventh convo-
lutional layer is followed by a batch normalization layer [5]. After
normalization, feature maps are �attened as a vector to be the vi-
sual representation. The visual representation will be combined
with object information in the third part of Figure 2. To reduce
heterogeneity and enable feature combination, we would like to
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Figure 2: Structure of the proposed deep neural network.

map the visual representation and the object information into a
common space. Therefore, the visual representation is embedded
by a fully-connected layer with batch normalization, as shown in
the end of Figure 2(1).

In addition to visual appearance, we also consider object seman-
tics that may highly relate to movie genres. For example, in action
movies, person and car may more often appear on posters; while
in romantic movies, the hero and the heroine are often the main
objects on posters. To explore how object information provides
clues for genre classi�cation, we detect objects by the YOLO system
[12], as shown in Figure 2(2). Most state-of-the-art object detection
systems �rst �nd region proposals and then classify the proposals
into one of the prede�ned object classes. Instead, the YOLO system
formulates object detection as a regression problem. An image is
divided into grids, and from each grid the system predicts several
bounding boxes and their associated con�dence values. The con�-
dence value conceptually represents the extent of overlap between
the predicted bounding box and the ground truth. The kernel model
for bounding box prediction is a convolutional neural network con-
sisting of 24 convolutional layers followed by 2 fully-connected
layers. This structure is inspired by the GooLeNet model, and pro-
vides real-time object detection and classi�cation. Details of the
YOLO system please refer to [12].

We adopted the YOLO version 2 [13] trained based on the MSCOCO
dataset. Given a poster image, this system outputs bounding boxes
of detected objects and their associated con�dence values, e.g.,
{c1, ..., cK } if there are K detected objects. Figure 3 shows sample
results of object detection for poster images. To represent object
information of a poster, we sum con�dence values of objects of the
same type. That is, oi = c j + ck if both the jth object and the kth
object are object i , say a person. A poster image is then represented
as the vector o = (o1, ...,oB ). Note that if there are more ith objects,
the value oi tends to be larger; on the other hand, if there is no ith
object in this poster, the value oi would be zero. In our adopted
YOLO system, totally 80 object classes are detected, including per-
son, car, dog, and so on, and therefore the vector o is 80-dimensional
(B = 80). As shown in Figure 2(2), the vector o is also embedded by
a fully-connected layer with batch normalization.

The embedded visual representation and object information are
concatenated as the input of the third part of Figure 2. This part
consists of one convolutional layer, one batch normalization layer,

Figure 3: Sample results of object detection for poster im-
ages.

and �nally one softmax layer. Given a poster xi , this network �nally
outputs the estimated probability vector ŷi = (ŷi,1, ŷi,2, ..., ŷi,M ),
where ŷi, j indicates the probability of the poster xi being the jth
movie genre.

Detailed con�gurations of the network are shown in Table 1. The
item conv3-100, for example, means that the convolution kernel is
3 × 3, and the number of �lters is de�ned as 100. The activation
function of each layer is ReLU, the objective function is the mean
square error between estimated probability vector ŷ and ground
truth vector y, and the optimization algorithm is SGD with the
learning rate 0.1. The training process was conducted in 20 epochs,
with mini-batch size 128.

3.2 Multi-label Classi�cation
The output of the network shown in Figure 2 is an M-dimensional
probability vector, where each dimension indicates how likely a
given poster belongs to a movie genre. As shown in Figure 1, a
movie usually belongs to multiple genres. In addition, the number
of genres a movie belongs to would be varied. One intuitive way to
solve this multi-label classi�cation problem is thresholding each
dimension. If the value of the ith dimension of ŷ is larger than a
threshold, we say the given poster belongs to the ith movie genre.
However, how to de�ne the threshold for each dimension (di�erent
dimensions may be associated with di�erent thresholds) obviously
is the main problem.
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Table 1: Detailed con�gurations of the proposed network.

input (100 × 100 poster images)

Part 1
conv3-100
maxpooling conv3-32 conv3-64 conv3-128 conv3-256 conv3-128

conv3-80
batch norm.
maxpooling
�atten

fully-connected (80 nodes)
batch norm.

Part 2

YOLO object detection
fully-connected (80 nodes)
batch norm.

Part 3

fully-connected (256 nodes)
batch norm.
softmax

In this work, we adopt a grid search scheme based on Matthews
correlation coe�cients to determine the (nearly) best thresholds
for each dimension. Details of the best threshold �nding algorithm
is shown in Algorithm 1. Basically, the idea is adjusting the thresh-
old for each dimension separately. Every time when we adjust the
threshold for a dimension, we binarize the predicted probability
vector with the adjusted threshold, and calculate the Matthews cor-
relation coe�cient (the MC function shown in line 8) between the
thresholded vector and the ground truth vector. Note that the nota-
tion y[1 : i] denotes the vector with values of the �rst i dimensions
are from the vectory, and values of the remaining M−i dimensions
are set as 0. That is, when we try to �nd the best threshold for the
ith dimension, all dimensions from 1 to i − 1 are jointly considered.
For the ith dimension, the Matthews correlation coe�cients for
all thresholds are stored in the vector ρ, from which we �nd the
index of threshold that causes the largest correlation (line 13). The
best threshold for the ith dimension is then determined by the cor-
responding value (line 14). After checking all dimensions, the set
of thresholds T = {t1, ..., tM } that yields the largest correlation is
found.

Given a test poster image, the framework shown in Figure 2 out-
puts the probabilities {ŷ1, ŷ2, ..., ŷM } of this poster being a speci�c
genre. If the estimated probability ŷi is larger than the correspond-
ing threshold ti , we say that this poster belongs to the ith genre.

4 EVALUATION
4.1 Databases
To evaluate the proposed study, we collect a movie poster image
dataset from the IMDB website. We crawled one poster per Holly-
wood movie released from 1980 to 2015, and collected 8,191 poster
images in total. Resolutions of these poster images range from
89 × 132 to 300 × 581. The genre information associated with each
movie is also collected. There are totally 23 di�erent genres. Fig-
ure 4(a) shows the distribution of the numbers of posters in di�erent
movie genres. Note that the total number of posters shown in this
�gure is much larger than 8,191, because one movie usually belongs
to multiple genres. From Figure 4(a), we see that the numbers of
movies in di�erent genres are quite imbalanced.

To diminish the in�uence of imbalance in training, we conduct
di�erent extents of augmentation for di�erent genres. The genres
Drama and Comedy are not augmented, because they already have a

ALGORITHM 1: Find Best Threshold
Input: Predicted probability vector ŷ = (ŷ1, ..., ŷM ), truth probability

vector y = (y1, ..., yM ), threshold upper bound u , and threshold
stride s ,

Output: The set of best thresholds T = {t1, ..., tM }
1 Initialize the set of threshold T = {t1 = 0, t2 = 0, ..., tM = 0}
2 for i = 1 to M do
3 j = 0
4 Initialize an empty vector ρ
5 Initialize an empty vector θ
6 for j < u do
7 Initialize an M -dim binary vector

b = (b1 = 0, b2 = 0, ..., bM = 0)
8 if ŷi > j , bi = 1. Otherwise, bi = 0
9 ρ = ρ .append (MC (y[1 : i], b ))

10 θ = θ .append (j )
11 j = j + s
12 end
13 k∗ = argmaxk ρ = (ρ1, ..., ρk , ...)
14 ti = θ [k∗]
15 end
16 Output a set of threshold T = {t1, ..., tM }.

large number of posters. For the genres Action, Romance, Crime, Ad-
venture, Thriller, and Documentary, we randomly crop two 150×150
regions from the original images. Therefore, together with the orig-
inal images, the volume of data for these genres is increased twice.
Similarly, the volume of data in genres Horror, Biography, Family,
Fantasy, and Sci-Fi is increased seven times; the volume of data
in genres Short, Music, Animation, History, and Sport is increased
�fteen times; and the volume of data in genres War, Musical2, and
Western is increased thirty times. After data augmentation, the total
number of distinct images is 16,997. By summing the number of
images in all genres, the total number is 36,295.

In addition to genre information, we also collect other metadata
for future study, including Box O�ce, Rated, Awards, Director,
Writer, imdbVotes, imdbRating, Actors, and Metascore. For example,
Figure 4(b) shows the distribution of the number of posters with

2A Music movie presents content related to music, like biography of a musician or
a story of a band; while in an Musical movie, actors largely sing songs to present
narrative.
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di�erent ratings. Ratings in the IMDB website range from 0 to 10.
As can be seen, most movies get ratings ranging from 5 to 8, i.e.,
a nearly normal distribution can be seen. Figure 4(c) shows the
distribution of the number of movies in di�erent box o�ce ranges.
As we expect, most movies are not sold well. The box o�ce of
around 80% of the movies is less than 50 millions US dollars. Note
that the values of box o�ce are adjusted for in�ation according to
statistics provided in [1].

Combining poster images with these metadata, we believe this is
the �rst heterogeneous movie poster dataset that may facilitate not
only genre classi�cation, but also several other studies such as the
relationship between actors and genres, the relationship between
director and box o�ce, and so on. This database will be released in
public soon.

4.2 Performance of Movie Genre Classi�cation
To evaluate movie genre classi�cation based on poster images, we
randomly select 75% of images from each genre for training the
proposed model, and the remaining images are used for testing.
The performance metric is accuracy de�ned as

Accuracy =
‖y AND b‖

‖y OR b‖
× 100%, (1)

wherey and b are truth labels and predicted labels (in binary vector
form), respectively. The notation ‖·‖ denotes L1-norm of a vector.

We compare performance obtained by one baseline system and
several neural network variants. Detailed settings of these methods
are described as follows.

• (1) Baseline system [7]: To our best knowledge, this is one
of the few prior works on movie poster classi�cation. We
implement the best setting reported in [7] to be the base-
line system. They represented a poster image by low-level
features including dominant colors, edge-based features,
and number of faces. They �rst �nd feature centroids of im-
ages in each genre. Given a test poster image, the distance
between it and centroid of each genre is calculated, and
the label of each poster is determined as the genre with
the nearest feature centroid.

• (2) Fully-connected neural network: We �rst try a simple
fully-connected neural network to do poster classi�cation.
Five fully-connected layers with each consisting of 512
nodes are connected, followed by one softmax layer. Other
training settings, such as activation function and mini-
batch size, are the same as the proposed method mentioned
in Section 3.1.

• (3) Convolutional neural network: We also try a CNN to
do poster classi�cation. Eight convolutional layers are con-
nected, with the numbers of �lters 100, 32, 64, 128, 256,
256, 512, and 512. Output of the �nal convolutional layer
is �attened, and then fed to one fully-connected layer (512
nodes) followed by a softmax layer. Settings for training
are the same as the aforementioned.

• (4) Object information only: Only the second part and the
third part of Figure 2 are considered. This setting is used
to demonstrate how well genre classi�cation can be done
if only object information is adopted.

• (5) The proposed structure illustrated in Figure 2.

Table 2: Accuracy of movie genre classi�cation based on dif-
ferent variants (%).

(1) (2) (3) (4) (5) (6) (7)
Accuracy 7.31 14.05 14.34 15.79 18.73 17.70 15.36

• (6) The proposed structure without batch normalization
layers: Comparing with the setting in (5), this setting is
used to demonstrate the e�ectiveness of batch normaliza-
tion.

• (7) The proposed structure with the third part replaced
by SVM: The third part of Figure 2 acts as a classi�er. It
is interesting to investigate a classi�cation scheme di�er-
ent from neural network. Therefore, we try to construct
an SVM classi�er based on the fused feature vectors, and
evaluate performance obtained by this approach.

Table 2 shows performance comparison of di�erent variants.
The �rst column shows that simple low-level features and nearest
neighbor classi�ers do not work well when the number of genre
is increased to 23 (in [7], only a limited poster dataset consisting
of 6 genres was used). Table 2(2) and Table 2(3) show that neural
network-based methods provide much better performance than
[7]. This con�rms to the current research trend, especially when a
large number of training data are available. Table 2(4) shows that
the e�ectiveness of object information, even if the object detectors
in YOLO are not specially constructed for movie posters. The pro-
posed model combines visual appearance and object information,
and the best performance can be achieved, as shown in Table 2(5).
Comparing with Table 2(5) with Table 2(6), we verify the e�ective-
ness of batch normalization [5]. Last, Table 2(7) shows that the
constructed SVM classi�er does not work better than the neural
network classi�er in our case.

Figure 5 shows sample classi�cation results, including two suc-
cess cases (top two) and two failure cases (bottom two). Figure 5(a)
shows warm colors, which are highly related to romance. For Fig-
ure 5(b), the YOLO object detection module works quite well in
detecting animals, which often appear in animation movies. On
the other hand, both Figure 5(c) and Figure 5(d) are presented in
a more abstract way. The visual appearance of Figure 5(c) looks a
little bit horrible, and Figure 5(d) looks like showing an animation.
The truth labels of Figure 5(c) are crime, drama, and mystery, where
crime is actually related to horror. The truth labels of Figure 5(d)
are short, comedy, and drama, which is quite di�cult to infer if we
just look at one poster image without watching the movie or the
movie trailer.

5 CONCLUSION
We have presented a system to classify movie poster images into
genres. A deep neural network is proposed to jointly consider visual
appearance and object information, and a classi�er is constructed to
estimate the probabilities of a poster belonging to di�erent genres.
Multi-label classi�cation is achieved by thresholding the estimate
probabilities, with the thresholds adaptively determined by a grid
search scheme. To evaluate the proposed system and facilitate future
research, we collect a large-scale movie poster dataset consisting of
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Figure 4: (a) The distribution of the numbers of posters in di�erent movie genres. (b) The distribution of the numbers of
posters with di�erent ratings. (c) The distribution of the numbers of posters in di�erent box o�ce ranges.

(a) Predicted: Romance, Drama, Comedy;
Ground truth: Romance, Drama, Com-
edy

(b) Predicted: Adventure, Animate,
Comedy; Ground truth: Adventure,
Animate, Comedy

(c) Predicted: Action, Horror, Documen-
tary; Ground truth: Crime, Drama,
Mystery

(d) Predicted: Adventure, Documentary,
Animate; Ground truth: Short, Com-
edy, Drama

Figure 5: Success (top two) and failure (bottom two) classi�-
cation cases.

8,191 distinct movies belonging to 23 di�erent genres. The evalua-
tion results show that promising performance over previous works
can be achieved by the proposed model. In the future, we plan to
improve classi�cation performance by incorporating more infor-
mation, and utilize the rich metadata to investigate more movie
properties.
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