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Abstract—This paper presents mathematical formula detection
in heterogeneous document images that may contaimgtres,

tables, text, and math formulas. We adopt the methd
originally proposed for sign detection in natural mages to
detect non-homogeneous regions and accordingly aelie text
line detection and segmentation. Novel features bed on

centroid fluctuation information of non-homogeneousregions
are proposed to more appropriately characterize bdt

displayed formulas and embedded formulas. By comparg the

proposed method with previous works, we demonstratéhe

effectiveness of the proposed features.
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detecting displayed expressions (or isolated foasjwhich
are displayed on lines separated from the mainaedtare
relatively easier to be detected [2]. Garain [3pwmsed a
bunch of features to identify both displayed forasuland
embedded formulas, which are displayed on lineseying
the main text and are also known as inline formulas
Nevertheless, heuristic  decision with  empirically
thresholding was adopted, which diminished gertgraif
the proposed method. Figure 1 shows some examples o
displayed formulas (marked in red) and embeddeahditas
(marked in blue). From this figure we see high atdons of
math formulas, and it is sometimes quite challeggio
detect them, especially the embedded formulas.

In this work we aim to identify both types of math
formulas in heterogeneous document images. The
contributions of this work are threefold. Firstetimethod

As large amounts of technical documents have beeoriginally proposed for sign detection in naturalages are

published in recent years, efficiently retrievinglevant
documents and identifying locations of targetednterare
urgently needed. We have already widely utilizedrae
engines like Google to find technical documentsweleer,
currently only text-based keywords are used forieeng
documents having related text in title, abstractpain body.
We argue that mathematical formulas have been adet
in technical document retrieval for a long timeieBtists

severely express their ideas in math, following som

conventions or unwritten customs to define notatjavhich

adopted to conduct text localization and text line
segmentation, so that text lines can be robustigctied in
heterogeneous document images. Second, one naafde
is proposed to describe text lines and words sb hibter
performance can be achieved. Third, classifierssdbasn
statistical learning, i.e., support vector machif®vM)
classifier, are constructed to identify math expim@ss,
avoiding ad hoc threshold settings.

The rest of this paper is organized as follows.afeel
literature is surveyed in Section Il. The system@mnfework

makeretrieving technical documents by math a feasible idea. and details of each component are described iridBeidt.
For example, when a beginner knows nothing aboet thEvaluation results are presented in Section IV, S@ction V

formula of Fourier transform when he reads a pdpemay
be able to find relevant online textbooks or twgbrby

gives concluding remarks of this work.

uploading the math formula image to a dedicatedchea A set E C R is said to be measurable according to Caratheodory if for

engine. This idea can be realized only if math fdas can
be identified and recognized in a scalable andraatic way.
Therefore, in this work, we focus on automatic nfatmula
detection in technical documents, which may corafisext,
math, figures, and tables.

any set we have

[m"(A) =m (ANE) + m* (AN E°)| (48)

where we recall that E¢ denotes the complement of E. In other words, ANE°® =
This definition has many advantages, as we shall see. Our first task is
to show that it is equivalent to Lebesgue’s:

From the perspectlve of document analySIS anc Theorem 4.4.1 A set E is measurable in the sense of Caratheodory if and only

recognition, math expression identification or iggtion

if it is measurable in the sense of Lebesque.

has been studies for over a decade. Results of Map,. ¢ we always have

expression identification could largely aid optichlaracter

recognition (OCR) systems to convert scientific woents
into electronic forms. Currently, some works uélithe file
structure embedded
detection results, e.g., [1]. Without the limitati@f PDF
documents, more works identify math formulas innsesl

in PDF files to achieve accurat

[ (A) <m* (AN E) + m* (A\ E) |

so condition (4.8) is equivalent to

| m* ANE +m* A E <m* A | 4.9

Figure 1. Examples of displayed formulas (in readl @mbedded formulas

document images. However, many works focus only ofin blue). Note that we just mark a few of thenmtaintain readability.



Il. RELATED WORKS

As a universal language, mathematical expressio
extraction/detection from documents has been duéte
over a decade. Jin et al. [5] proposed one of dmiiest
systems to extract displayed formulas and embedd
formulas. Displayed formulas were detected by azétar
classifier constructed based on line height andrnibéeatures.
Based on horizontal projection characteristics, esded

Chowdhury et al. [6] focused on segmentation ofmzaines
by decision trees, which were constructed according
several  observations, such as  appearance
subscript/superscript and heights of math symi®Igen a
text line, Drake and Baird [7] modeled it as a grapnsisted
of characters as nodes and relationships betweghhwuging
characters as edges, and then classify a textritnemath
expression or English text. With a similar conc&pip et al.
[9] decomposed a math expression into sub-compsnant!
developed a Gaussian mixture model to describesphtal
relationship between them. More specifically, Tetral. [8]
studied layout difference between math formulaedypy
LaTex and Microsoft Word. Recently, Garain [3] pospd
features dedicated to displayed formulas and endzbdd
formulas separately, and conducted a large-scaeriement
to verify detection performance. Lin et al. [1]liz&d syntax
information in PDF files and accurately identifiedath
formulas by combining a rule-based method and ianileg-
based method. Yamazaki et al. [2] focused on enibgdd
their math formula identification components, whiehe
mainly modified from the work in [3], into an op&ource
OCR system [10]. For a general document recogniioc
understanding problem, PDF syntax information wk® a
adopted to detect and describe document objects [11

In this work, we focus on robust text line segmgaoitain
heterogeneous document images,
performance of an OCR system was underestimatamte)ef
and novel features to identify math formulas irystematic
framework, i.e., machine learning method.
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Figure 2. Flowchart of the proposed math formulecton system.
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THE PROPOSEDSYSTEM

A. System Overview

Figure 2 shows the flowchart of the proposed matl
formula detection system, where the red arrows wette
flow path of classifier training, and the greenoars denote
the flow path of detecting formulas in test imagest both
training and testing, the first step is text lozation, which

o

which influence ol

identifies location of text in heterogeneous docutwmeto
void the influence of figures and tables. We thegment

e text regions into horizontal text lines, whate the basic
units to detect displayed formulas. The text linest
entified as displayed formulas are further segetnnto
ocks, where each block represents a bounding dfox
word, and is the basic unit to detect embedded dtasn We
design several features to describe text linestextdolocks.
gased on these features, an SVM classifier to idistate
displayed formulas from the main text and an SVhksifier
to discriminate embedded formulas from a commort tex
(l)‘]flock are constructed, respectively.

B. Text Localization and Text Line Segmentation

To detect math formulas, we have to first identixt
lines, from which features are extracted to deteemvhether
a text line is a displayed formula or not. In théction, we
focus on detecting text lines.

We adopt a low-cost text localization method [4]
originally proposed for sign detection in natunadaiges to
identify text regions. There are already some Iteodlization
methods especially designed for document imageseMer,
existing methods are often not robust when docusnent
contain photographs, figures, clip arts, and tables

A document image is first segmented ikto k-pixel
blocks. Each block is then examined for homogentaty
determine whether it is in the background regioe,, i
homogeneous region. The process is illustratedgaoré 3.
Let b denote ak*-dimensional vector constituted by the
intensity values in & x k-pixel block. The degree of
homogeneity of this block is measured by

5m) = |2 5 pal™)| )

k2 i=1 "t

hereb; denotes théth component ob, w(™ is themth
weighting matrix,0 < m < M, with binary entries (i.e.,
each entry is 1 or -1) that sum to zero. In thigkythree
weighting matrices are designed to evaluate theligmts
along the horizontal, vertical, and diagonal dimat,
respectively, i.e.M = 3, which are illustrated in Figure 3.
The entry in black has the value -1, and the emtryhite

has the value +1. Generally speakifi¢f”’ is an approximate
gradient of a block towards a specific directiomeTthree
weighting matrices illustrated in Figure 3 are usedheck

gradients in diagonal, horizontal, and verticalediions,

respectively.

After calculating alls™’s, we classify a block as
homogeneous if the L;-norm of the vector
(s 5@ 5M))is less than a threshold, and at least one
of its four neighboring blocks meets this criterion

To find text lines, we first binarize the documémiage
by setting intensity values of pixels in homogersblocks

s 0, and setting that in hon-homogeneous blockd5&s
ntensity values of pixels are then projected ia liorizontal
direction to construct a horizontal profile. Thewravith
profile value larger than a threshold is determit@de a
part of a text line. In this work, the thresholdsist as the
10% of the average horizontal profile value.
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have been studied analytically recently from the perspective of ]

have been studied analytically recently from the perspective of

similarity of the average predictive behavior of the two models
[28]-[31]. Taylor series expansion of the expected behavior of

similarity of the average predictive behavior of the two models
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To explain the modeling of the average behavior of a SME

the SME model has been used to generate the DE model and
its properties studied.
To explain the modeling of the average behavior of a SME

model by a DE model, let us consider the SME model shown

model by a DE model, let us consider the SME model shown

in (1). Let the number of protein molecules for x; be between T e E— b e, lhm |

in (1). Let the number of protein molecules for x; be between

0 and M;. Then the marginal probability of x; =7 is given by
the following formula:
mooM N n,
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pli;t)

b=ip. i), @

Change in expectation of x,(f) in the small time duration df is

given by
@ (b)
Figure 4. An example of text localization and tiné segmentation.

one k x k -pixel block
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weighting matrices

\l

(6,6 §3))
Figure 3. Checking homogeneity of a block by comvg it with three
weighting matrices.

Figure 4 shows a sample result of the whole proces
Figure 4(a) is the original image, Figure 4(b)he tesult of
binarization, and Figure 4(c) is the horizontal fipeo
showing the distribution of homogeneity. Figure YAgtows
the text line segmentation result, where the lingth
shaded background are determined as text lines.

C. Word Segmentation

To detect embedded formulas, the text lines detedhi
not to be displayed formulas are further segmerittal
words. In the binarized image, intensity valuespofels
corresponding to non-homogeneous regions are seb@as
These pixels are generally aggregated togethearaieg by
spaces between words, as shown in Figure 4(b). &tecd

0 and M;. Then the marginal probability of x; =7 is given by
the following formula:

Mo M MaooM,
=33 3 - >pl,
4=0 =0L,=0 ([=0

G
—

A A )

Change in expectation of x;(£) in the small time duration dt is

given by
(d)
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alphabet. Isolated alphabets in text lines arengftarts of an
embedded formula, such as the symbols “=" and “+”.

D. Feature Extraction

To determine whether a text line includes a dispday
formula, we extract the following features to désereach
text line.

®  Densityfs
The density value of a text line is defined as
_ ##pixels,
fd - #pTels,’ (2)

where #pixels, denotes the number of pixels in the

gounding box of a text line, angkpixels, denotes the

number of pixels in the bounding boxes of non-
homogeneous regions in the text line. This feabascally
describes the density of non-homogeneous regidr&dspin

a text line. When a text line corresponds to a ldisd
formula, itsf, is generally smaller [1].

) Height of text linefs,

This feature describes the ratio of the height déx
line to the height of the whole document image, @hd
defined as

3
wherety, is the height of a text line, which is the heigifit
the minimum bounding box covering of this text liffdhe

t
fhzﬁh,

the minimum bounding box of each non-homogeneoug, e 17 is the height of the whole document image.

region based on pixels’ intensities.
displacement between two neighboring boxes is auck
the horizontal displacement is less than a threshiolo
bounding boxes are merged because they probatdndéb
the same word or embedded formula. Next, if a b

box which left neighboring box contains only onphalb

and right neighboring box contains only one alphathese
three spatially adjacent boxes are merged. Thisessis
designed because a pure text word rarely contaihysame

d

1 We check whether the non-homogeneous regions bdumdhis box are
fully connected, i.e., only one connected companbrgo, the bounding
box is determined to contain only one alphabet.

The horizontal

Generally, pure text lines have similar heightsjlevh text

line containing a displayed formula may have aedéht

height [1].

® Leftindentf; and right indeny.

A displayed formula often does not occupy the whole

text line, and thus the values of left indent aigthtrindent

are often used to describe this characteristic Thle left

indent feature is defined as
lsw

fl - W y (4)



wherels,, denotes the distance between the left border of The features mentioned above are concatenated as a
the document imadeand the left boundary of the leftmost vector(fa, fu, fi, f-, f«), Which is then input to an SVM
minimum bounding box in a text line. The valdéis the classifier that determines whether the text lina displayed
width of the whole document image. Similarly, tHght  formula or not. If not, this text line would be arp text line

indent feature is defined as or would contain some embedded formulas. Some words
f= TS ) segmented from a text line (described in Sectia)Imay
B W’ correspond to embedded formulas. To determine wheth

wherers,, denotes the distance between the right border afjord is an embedded formula, we extract the foltagvi
the document image and the right boundary of thietmost  features and then fed them into another SVM cliessif
minimum bounding box in a text line. These features are basically counterparts of thmaeted
from text lines.
®  Centroid fluctuatiory.,
To more accurately describe display formulas, we®  Densitygq

propose the fluctuation feature to describe howctrgroids The density value of a word is defined as
of non-homogeneous regions in a text line moveislt #pixels,,
mathematically described as 9d = #pixels .’ ™
r
fu = L 52t eos Vi Y| (6) Whe_re #pixels,, _denotes the number of pixels in the
n il [lvall minimum bounding box of a word, angpixels,, denotes

wherew; is the vector from the centroid of tit word t0  the number of pixels in the minimum bounding boxés

the centroid of the(i +1)th word. Assuming that a non-homogeneous regions in the word.

document image forms a coordinate system whererigm

locates the left-top corner of this document, aachepixel @  Height of wordgy,

in this document can be located atxay) coordinate. A This feature describes the ratio of the height wbad to

word’s centroid is calculated as the meacoordinate and the height of the whole document image, and isneeffias

the meary coordinate of the minimum bounding box of this by,

word. The vectowy, is the horizontal vector passing through g =g ®)

the meanr coordinate of all words in the text line. where by, is the maximum height of non-homogeneous
Figure 5 shows examples of centroid fluctuationregions belonging to this word. The valHeis the height of

characteristics of a displayed formula and puré tiemes. the whole document image.

From Figure 5(a), we see centroids of non-homogemeo

regions (marked as red dots) often fluctuates kmxafithe ®  Centroid fluctuationy.,

integral symbol or superscripts/subscripts. Ondbuetrary, The fluctuation feature of a word is defined as
centroids of non-homogeneous regions in Figure afe) 1 mel cos—1 u; - up ©)
generally close to the middle line cross the witek line. Ju = o 2= |COF Taalenll "
wherew; is the vector from the centroid of thth non-
@iPP? = / Rtz / e / / (R - Rl — ol -z homogeneous region to the centroid of the 1)th non-
JC W JCLICT . . . .
homogeneous region in this word. The vecdtaris the
(2riy" P2 ,—f szkj[ m,,.zw'][l[ (R » B bee — miy Vchodz horizontal vector passing through the measroordinate of
= = @ all non-homogeneous regions in this word.
where 7' is an [arbitrary operator om @ Banacll space; so long as we restrict
ourselves ta the resolvent set, ie! the set where the resolvent exists asa bounded |V EVALUAT|ON RESULTS
operator. So./following Lorch Spectral [Theory we first develop some facts about '
integrating the resolvent! in the more general Banachispace setting (where onr
principal application will be tol the case where [T1lis @ hounded operator). A. Dataset
witere ¥ & an arbitrary opesator on « Bamach space; wo long @s we reseriet | h d h | d . .
ourselves to the resolvent set, i.e. the set where the resolvent exists as a bounded We utilize the dataset that was a SO_ used In [:Maﬂ)fy
operator. So, following Lorch Spectral Theory we first develop some facts about the proposed method. The document images are dedver

integrating the resolvent: in thé more general Banach space setting (where our
principal application will be to the case where T'is a bounded operator).

from the PDF pages of mathematics textbobkswWe
randomly selected 100 pages as the training dataiset96
' : ; : . pages for testing. For the training dataset, we ualin
E?n‘iﬁ?a? gin%X&,Tglf,irzquﬂgefhe centroid fluctuatain(@) a dispiayed define the positions of displayed formulas and efded
formulas. After feature extraction, an SVM classifas
built to determine whether a text line containsispldyed
formula or not. Another SVM classifier was built to

2 We assume the document is in one-column stytbeltlocument contains
multiple columns, we would first segment the docomiato individual
columns. The left indent feature is then definedhasleft border of the
column and the left boundary of the leftmost minimbounding box in a
text line. The right indent feature is defined sariy.

3 http://www.math.harvard.edu/~shlomo/



determine whether a word corresponds to an embedded From this table we clearly see the performance
formula or not. superiority of the proposed method, more speclfictie
proposed feature. The work in [2] also adopts tbesdy,

. . height, and indent features similar to ours, angs tthe

B.  Results of Text Line Segmentation performance improvement is mainly brought by thetrced

The reason to develop a text line segmentation adeth flyctuation featuref,,.

mOdIerd from a Sign detection method for natumi_iges is Figure 7 shows one Samp|e page of d|sp|ayed formula
higher robustness for heterogeneous document im&ges detection results, where red bounding boxes deiiuge
compare the proposed method with the default segtiem  ground truths and blue bounding boxes denote thectien
method in the OCRopus system [10], based on documefpesults. Actually, from these examples all deteatesllts
images consisting of text, figures, and tables. coincide with ground truths, and we see most angleu

Figure 6 shows sample text line segmentation &yt  phounding boxes that are mixture of red and blue.
the OCRopus system (top) and our system (bottomomF

Figure 6 we see our method works better becausthdi) Table 1. Performance comparison of displayed foardetection.

whole embedded figure is detected as a text liféglwcan Precision Recall F-measure
be easily eliminated by the following process; diidtext [2] 0.84 0.83 0.84
lines are more accurate segmented, especiallyarcolumn our 0.95 0.91 0.93
documents.

hence must belong to B since B is compact, so A C B and similarly B C A. So
h(A, B) = 0 implies that A = B.
‘We must prove the triangle inequality. For this it is enough to prove that

d(A, B) < d(A,C) + d(C, B),

E
@ ®)

because interchanging the role of A and B gives the desired result. Now for any
a € A we have

Fig. 5. () Original image. (b) Ground truth. (¢) Saliency map obta y respa .
[obtained by the p thm SC. () Tts corresponding ¢ ams. (h) Resized image. | d(a,B) = mind(a,b) |
beB
more on the close region and less on the far region for the or 128. But, experiments show that the selection of 128 | < min (d(a,c) +d(c,b) Ve e C |
examined one. Therefore, we have is_computationally infeasible, while 32 is t00 small to be beB
distinguishable. Therefore, they are set to 64. As for /c. it | = d(a,c) + mind(c,b) Ve e C |
SRy =D el D Se(Ry Ri) + 3Si(Ric Ry)] is empirically set t© 0.2. beB
E— O e e e = deatdcBlveeo
, EeTATT s a . a 2on:
= ;;‘ DSelp, R +4.Sdp. Ri) axes may be 1-D. 2D or 3-D. In order to gef a quantitative [ < d(a,c) +d(C,B)VceC. |
evaluation, three indexes based on 200 training ir

The second term in the last expression does not depend on ¢, so minimizing
over c gives
[ d(a,B) <d(a,C)+d(C,B). ]

Maximizing over a on the right gives

[ (a0, B) < d(A,C) Fd(C,BY.

C
i

[(0) Maximizing on the left gives the desired

@

responding carved seas. €) Resized image. () Salency map [ (A B) < dAC) ¥ dC.AY. I

Fig. 5. () Origir round truth,
obtained by the pr ithm SC. (g) Its ¢

We sketch the proof of completeness. Let A, be a sequence of compact non-
more on the close region and less on the far region for the or 128. But, experiments show that the selection of 128

examined one. Therefore, we have ac;;ﬂm:‘m:a|¥l;ealgcna:;a.b:;; yw::]: 2w il Figure 7. One sample page of displayed formulactieteresults.
S(Ry) = Z DG SRy, RY) + 3 S{(Ric, R is empirically set to 0.2.
* (§) _The second parameter is the dimension of color component
=0 > < ORI Silo: )+ 445 (o, i fii‘f}l ﬁﬁ?‘il"f.'rff“z'f]’ﬁf 'IDI”I:I et s srantaie D. Results of Embedded Formula Detection
evaluation, three indexes based on 2 aining images are
Figure 6. Sample results of text line segmentatibop: results of the Generally, detecting embedded formulas is muchenard
OCRopus system; bottom: our results. than detecting displayed formulas. Table 2 shows
performance comparison between our method anavf8gh

C. Resultsof Displayed Formula Detection was one of the few works that tackle embedded ftamu

detection. It can be seen that although our metimdins
slightly worse performance in precision, we achieve
significantly better performance in recall. The wan [3]
dopts features similar to the concept of density leight.
his further demonstrates that the proposed cehtroi
fluctuation featurey, is able to more appropriately describe
ﬁmbedded formulas and thus improves the recall rate
Figure 8 shows samples of embedded formula detectio
results. From this figure we clearly see detectethexided
formulas are highly accurate. However, many embedde
formulas are not detected, which is also reflechsdthe
lower recall rate in Table 2. The main reasondduar recall
are twofold. First, some non-homogeneous regioasnat
(10) correctly merged as an embedded formula. For e>agntipt

In detecting displayed formulas, we compare ourkwor
with [2]. To make fair performance comparison, the
evaluation dataset and all components (text lin
segmentation, word segmentation, and SVM-base
classification) are the same for two works, exdeptthe
features used to describe text lines.

Table 1 shows performance comparison. The precisio
rate is the ratio of the number of correctly detddiormulas
to the number of all detected formulas. The reca# is the
ratio of the number of correctly detected formutasthe
number of all relevant formulas. The F-measuree/@intly
considers precision and recall, and is defined as

2 x precision x recall
F-measure =

precision + recall



formula “a1,b1) N[e,d] # 0" is divided into three pieces, height, and indent features that were commonly used
“(ay,b1)N", “[e,d] £7, and “0”. Second, some embedded describe formulas, we propose the centroid fluatnat
formulas are quite confused with common text, likefeature to more appropriately describe charactesisf math
“(aq,b1)". For the first shortage, we need to develop aemor formulas. The experimental results demonstrateopmdnce

robust word segmentation method. For the secondagiey
novel features that jointly consider informationorfr

superiority of the proposed features.
In the future, a much more large-scale evaluatiohbe

neighboring words would be needed. The idea of th&onducted to verify generality of the proposed rdttive

language model used in natural language processaygbe
adopted to model relationships between words.

Table 2. Performance comparison of embedded fordetiection.

Precision Recall F-measurs
[3] 0.86 0.32 0.46
Our 0.80 0.48 0.60

assume that the infimum is taken over open intervals. (Equally well, we could
use half open intervals of the form for example.).

Tt is clear that if [A_C Bl then m*(4) <] m*(B] since any cover of B by
intervals is a cover of A. Also, if Z set of measure zero, then =
n*(A]l In particular, [n*(Z] EQ1if Z has measure zero. Also, i 4= a,b] is an
interval, then we can cover it by itself, so

m*{[a,b]) <b—a,

and hence the same is true for or If the interval is infinite, it
clearly can not be covered by a set of intervals whose total length is finite, since
if we lined them up with end points touching they could not cover an infinite
interval, We still must prove that

m*(I) = (1) (1.2)

if I is a finite interval. We may assume fhat D= [e,d] is a closed interval by
what we have already said, and that the minimization in (1.1) is with respect
to a cover by open intervals. So what we must show is that if

fe.d) < Jias, b)

then

d—c<d (b—a)

We first apply Heine-Borel to replace the countable cover by al finite cover.
(This only decreases the right hand side of preceding inequality.) So let n be
the number of elements in the cover. We want to prove that if

n n
le,d] < U(aq. b;) thend—e< Z(b‘ - a;).
i=1 i=1

‘We shall do this by induction on n. [EdE] then g3 EC@ and b B so clearly
Edmsi3e

Suppose fhat 7| 2]and we know the result for all covers (of all intervals
with at most E—1 intervals in the cover. If some interval is
disjoint from we may eliminate it from the cover, and then we are in the
case of =1 intervals. So every (a;,5;) hag non-empty intersection with [c,d].
Among the the intervals (a;, b;) there will be one for which a; takes on the
minimum possible value. By relabeling, we may assume that this is {a1,b;).
Since c is covered, we must have gT= & If b & d then covers [c, d] and
there is nothing further to do. So assume b &[d We must have b= ¢ since
c.dl AW Since @ at least one of the intervals [ R=]]
contains the point b;. By relabeling, we may assume that it is {az, bz). But now
we have a cover of by =1 intervals:

n

le.d] € (a1,bz) U U(Gi:bi)‘
=3

Figure 8. Samples of displayed formula detecticults.

V. CONCLUSION

would include various types of technical documeinég may
contain math formulas. In addition, a math retriesysstem
mentioned in the introduction section would be ghHevel
goal in the future.
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