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Abstract

With the great progress of the semiconductor technology, the operating frequency of ICs
and the data rate of communication systems become faster and faster. However, the higher
operating frequency and data rate will make more electromagnetic interference (EMI) effects.
With EMI, the electronic devices will influence each other in high speed and work irregularly.
There are many techniques proposed to solve the EMI problem. The spread spectrum clock
generator (SSCQG) is the hottest solution in all techniques. The SSCG is modulated with a
spreading profile in traditional clock generators. The output frequency of the SSCG spreads out in
a frequency range and achieves the spread spectrum. Comparing with other solutions for EMI, the

SSCG has lower cost.

A
In addition, with SSCG, the data ratelaig no longet:fixed but in a certain frequency range. The
-, _.__,/’-' .I'.f ..-"':- -\\\""'- -
transmitter will produce additioﬁ%\‘k;j_'tter to ‘the recelver, and-the bit error rate of the receiver is
e b ./ T \_.. -t

N

increased accordingly. Hence, the sﬁr\e\z?adlinigx ratio of S|S.C_G 1s /d'lways chosen in a small range, such
2 Sl
as 5000ppm. However, if the transmi:cter _caiLf_fa‘f_ismit_datayI stream with a larger spreading ratio
-/ ;
. e i L .
(>10%), there will be more EMI redugtion. Asa result,“if the receiver can tolerance a larger

spreading ratio, it is very useful for EMI reduction performance of the whole circuit.

In this thesis, we propose an all-digital clock and data recovery (CDR) with some features to
overcome the large spreading ratio. The interpolator based fine tuning architecture of the digital
controlled oscillator (DCO) overcomes the non-monotonic phenomenon of conventional cascaded
DCO architecture. The adaptive control scheme and the time-to-digital converter (TDC) based fast
phase compensation enhance the tracking ability of conventional CDR circuit with a large
spreading ratio (>10%). In addition, the proposed ADCDR circuit performs fast lock-in and
doesn’t need an reference clock, or a multi-phase clock generator and oversampling architecture.

The area, power consumption and design complexity can be greatly reduced.
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The chip of this thesis is implemented in 90nm CMOS process with standard cells, and thus
it has good portability over different processes. The core area is 0.09mm” and the power

consumption is 4.28mW at 480MHz with 10% down spread.
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Chapter 1

Introduction

1.1 Electromagnetic Interference

Nowadays, the operating speed of electronic devices become faster and faster. It will
result in more electromagnetic interference (EMI) effect. With EMI, the electronic devices
will influence each other and make themselves work irregularly. As a result, EMI had become

=
SN

an important issue for circuit designers. y: i_j \\\

el RS

_-,/"-' " - "'-\. -\\\H-\.
There are many techmques\:pmposed te redut:e EMI»,sgch as shielding or low-voltage
4

differential clocking. Shielding tec‘lane can|effect1{/ely supf)ress EMI of the system. However,
the shielding technique increases no{ only t~he area but a}so the cost of design. Similarly, the

[/ N
low-voltage differential clocking techﬁfque has a ‘complex routing problem.

1.2 Spread Spectrum Clocking

In recent years, in many high-speed serial link applications, such as USB 3.0, SATA 3.0,
PCI-E 3.0, and DisplayPort, the spread spectrum clock generator (SSCG) is adopted in the
transmitter part to effectively reduce the EMI with low hardware cost.

The spreading ratio in a SSCG determines the amount of the EMI reduction, and it also
influences the jitter performance of the output clock. In addition, the transmitter with a SSCG
produces additional jitter to the receiver, and thus the bit error rate (BER) of the receiver is

increased accordingly.



Fig. 1.1 shows the center-spread spread spectrum clock generation with a triangular
modulation profile. The spreading ratio is o, the baseline frequency is Feener, and the

modulation frequency is f;,, in Fig. 1.

Frequency

F
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Fig. 1.1 Spread sBetthlock generation
N

The average frequency (basehpe ﬁ‘equeney) 1n"th& center-spread modulation should be

equal to the non-spread clock fre\que‘ncy, &nd"the spreardlng raﬁo determines the maximum and
| i |

minimum output frequencies of ‘E‘he SSCé* For exan*g{le if Feenter 18 160MHz and the

spreading ratio (o) is 10%, the outpu} c];a,ck frequencwnges from 152MHz to 168MHz.

Q,f

Fig. 1.2 is an example of the EMI reduction between a spread spectrum clock (SSC) with
the center-spread modulation and a non spread clock. As we can see, the SSCG can

effectively reduce the EMI.

Without Modulation

With Modulation

Amplitude

Frequency

Fig. 1.2 Power spectrum density of the center-spread profile
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In SATA specifications [1], the spreading ratio is 5000ppm (0.5%) with a 30~33 kHz
modulation frequency. In most of standards, the modulation frequency is always chosen to
above audio band to prevent FM receivers from receiving this signal and often ranges in
30~33 kHz. This spreading ratio and modulation frequency can make enough EMI reduction
and the receiver can still keep a good bit error rate (BER) performance.

However, if the transmitter can transmit data stream with a larger spreading ratio (>10%),
there will be more EMI reduction, as discussed in [2]-[4]. Nevertheless, the frequency

deviation produced by the SSCG will be a design challenge for the CDR circuit design.

1.3 Thesis Organization

|'L y o .
In this thesis, we discuss a referenceless ‘a’i{-\dlgltal clock and data recovery (ADCDR)
II/’

circuit with an adaptive gain contrg} s‘cheme and th'e tﬂm\*{e to digital converter (TDC)-based

fast phase compensation for spread specfrunrclockmg\apphc,atlons
, L L O |
: I & 4

In chapter 2, we discuss basic poncept of CDR c1rcﬁ1t and survey of conventional CDR
circuits. In chapter 3, the proposedI ,a'l/f d1g1§al cloch data recovery circuit for spread
spectrum SerDes applications is presented. In chapter 4, we show experimental results,
including chip test plan, full chip simulation, chip summary and the comparison table. Finally,

we make a conclusion and point out some future works in chapter 5.



Chapter 2

Survey of Conventional CDR circuits

2.1 Basic concept of CDR circuit

2.1.1 Sample CDR Circuit

| |
: Parallel | : Parallel |
Data Input | Data Output |
' | !
' | |
| |
| Scrambler : | De-Scrambler :
' | |
| l | | T |
I I
I Encoder : | Decoder :
' | |
| v o 1 ,
| SSC Clock |
I Serializer = : | Deserializer :
| I
I ¢ SSCG : | Recovered Recovered :
| - | | Data Clock |
I TX Driver | | |
| : | RX CDR :
' || |
| Serial || Serial |
: Data Output | I Data Input |
t |
l- - J |\ J
TX RX

Fig. 2.1 Block diagram of a spread-spectrum SerDes

Clock and data recovery circuit plays an important role in high speed serial data
transmission applications. Fig. 2.1 shows a possible transceiver block diagram with spread

4



spectrum clocking. The transmitter (TX) is composed of scrambler, encoder, serializer, spread
spectrum clock generator (SSCG) and TX driver. The receiver (RX) is composed of clock and

data recovery (CDR) circuit, deserializer, decoder and de-scrambler.

In Fig. 2.1, the transmitter uses the scrambler to scramble the input data. The scrambler
can prevent the parallel data consist of regular patterns that will result in severe EMI. After
the parallel data is scrambled, the transmitter sends the encoded and serialized data pattern to
the receiver. The CDR circuit has to extract the original clock from the incoming data pattern
and retimes the incoming data to perform the clock and data recovery. Then, the receiver

de-serialized and de-scrambled the recovered data and completed the data transmission.

NRZ_Data Data Recovered
»} Retiming Data
N
PFD > LF > vco
Recovered
Clock

Fig. 2.2 Eqs;c PLL t.ype G]\)Ii circuit

In conventional CDR circuits, PLéIt based arch1te(§ure is usually applied to build a CDR
circuit. Fig. 2.2 shows a basic example of PLL-based CDR circuit. The PLL loop is consisted
of a phase and frequency detector (PFD), a loop filter (LF), and a voltage controlled oscillator
(VCO) to synchronize the VCO clock (recovered clock) with the input data rate. After CDR
circuit is locked, the decision circuit (DFF) is triggered by VCO clock to retime the input data
pattern as the recovered data. Fig. 2.3 shows the waveform of PLL-based CDR circuit. After
the CDR is locked, the rising edge of the recovered clock has to align with input data
transition edge to complete the clock recovery. Finally, we can use the falling edge of the

recovered clock to retime the input data pattern and recovery data.



Rising edge aligned
with data transition
| I |
| | I

/

—
|
|

|
¥

NRZ _Data

|
|
Recovered J_|_ —I_I_I_I_ ﬂ_
Clock L 1 L[ L1 L1 L

I |
I |
I |
I |
I |
I |

1

Recovered
Data r-"'

I
Falling edge for
retiming the data

pattern

Fig. 2.3 Waveform of basic PLL type CDR circuit

2.1.2 Phase Detector in CDR

|'L 5\
The phase detector (PD) in the CD}’C/lrbth\ngust provide two essential functions: data

RS

transition detection and phase -d4fféfrence :detecj;mn [ST“Several phase detector circuits for
E""'-. T /. T __,.::'__.-o-{__.-
random data stream tracking ha\;té.xbeem pubhshed.—|T here ar’,éf two well-known PD for random
) Y B £ -/

data stream detection, the linear ty;?e is\HQg\gc_a__P'D-" [7], and the bang-bang type is Alexander
PD [8]. Other PD works such as thé ,fﬁucq;ra@_PD\\g] and 3X oversampling PD [10] are

proposed in prior CDR circuits.



2.2 Conventional CDR architecture

2.2.1 PLL-based CDR circuit

Ckout[n:0]

Data —|"’ﬂ'-.'u—wdmpling upP2
Ckout[n:0] = PD N

|
CP 2 :
|

L - Recm ered Data

Fig. 2.4 Arch ecture of tl the PLL base/d CDR circuit

Fig. 2.4 shows a example of ‘PL} based dual loop CDR circuit. This architecture is
composed of a multi-phase PLL looplfgnd a data” recovery and phase tracking CDR loop. It is
widely used in conventional CDR circuits [11][12][32]. The PLL uses the external reference
clock to generate the high speed multi-phase clocks. The CDR loop uses the multi-phase
clocks to trigger the oversampling PD and controls the low gain charge-pump to perform the
clock and data recovery.

In this architecture, the VCO clock rate could be half or quarter of the data rate to save
the power consumption of the VCO. However, charge-pump based PLL faces several
challenges in advanced CMOS process (90nm|). The main problem is the charge-pump
architecture. It uses the capacitor to store the controlled voltage of the VCO. In advanced
CMOS process, the leakage current of the transistor is very serious. Therefore, the leakage

current of controlled voltage could generate the ripples in control voltage and results in the

7



additional jitter in output frequency. In addition, in CMOS 90nm process, the operating
voltage is down to 1.0V. Thus it requires to trade off the operating frequency and VCO gain.
In this dual loop architecture, we need to use a narrow bandwidth loop filter to prevent
false lock. Therefore, the tuning rage of VCO should be decreased to prevent false lock. The
tracking speed of the PLL is decreased due to the narrow bandwidth filter and results in
decreasing the input data jitter tolerance. Finally, a narrow bandwidth loop filter usually needs
a large on-chip capacitor and thus the chip area and the power consumption will be increased.
The other problem of the dual-loop architecture is that the lock-in time of the
charge-pump based PLL is too long. In USB 2.0 high speed mode, the dual-loop architecture
cannot complete the frequency and phase acquisition within the synchronization pattern. In
addition, it needs an external reference clock ,'f(r:\ the PLL to generate multi-phase clocks. The

I H
reference clock often inputs by an ex_E_elﬁllal cfystab.hogcillator, and thus the cost and power

— "/ .r'f. - s Ty -\\‘“-_ -
consumption is increased accordi\'i]g{y. Asa result; the referenceless CDR architecture [13]-[18]
-~ : T \_.. - l.l"l‘

is more attractive in today’s syster;’l.;\(;nlcllaip (So€) é_r_a._ ] j’f
| e |
p 0. "/
| '
f:/ii- e -\:E\_s



2.2.2 Phase Interpolator based CDR

——» Retimed Data Phase Tracking Loop for
Clock and Data recovery

Phase
D{in) —m= b Bl > Interpolator
AAA A
e vCO

PFD ——» CP |——® LF 1, o e Clocks

Frequency Tracking Loop for
Reference Clock Generation

I'Mm

Fig. 2.5 Architecture oﬁpHQE@temolator based CDR

Fig. 2.5 shows the phase 1nterp'9}a‘tz’)r (PI)—based"CB& archltecture The PI based CDR is
widely used in SATA apphcatlo\ns [19} [21‘]- Th1s archrtec];ure is composed of a frequency
tracking loop and a phase tracking lbppI IIn ﬁl‘equenéy trac}(x ing loop, it uses the reference clock
(F(ref)) to generate the high speed m}llpljphase clock{{ha{t referenced by phase tracking loop.
The phase interpolator is driven by ifhe loop filter, an& it adjusts the phase by interpolation.
The PI based architecture is suitable for multichannel transmission because each channel can
share the input clocks.

However, this architecture still needs an external reference clock and needs to design a
multi-phase oscillator. With external reference clock, the cost, area, and the power

consumption is increased. In addition, multi-phase oscillator needs a special routing technique

to ensure the consistence of each phase.



2.2.3 Blind oversampling based CDR

Multi-Phase D
Samplers (in)
Recovered Data
| Majority-voting [*— ]
Circuit : ) I-A
—

Fat

T A T A
F(_-_reﬂ vCo
»| PED > CP > LF " | M-Phase Clocks
Phase Locked Loop for
Clock Generation
/M |-

!L . .
Fig. 2.6 Architecture ofphrllb“qzersamphng based CDR
II/ ]

Fig. 2.6 shows the blind oaverg" mplmg GlI‘Q]lLt [22][23] The PLL loop uses a reference

E""'-. T

clock to generate high speed m\ﬁltl-pl,qaﬁe ;l_ocksj The ml}fa -phase clocks trigger the blind
I

oversampling samplers (DFFs) t(;? sample\the 1nput data The data which sampled by
\ /

multi-phase samplers will be sent to t{bg’demglpq__c_lrcﬁ}é\(:maj ority-voting circuit) to decide the

right value of the data. The phase count (M) of multi-phase clocks represents the

oversampling rate. It usually has a 2X, 3X or 4X higher clock rate than data rate.

The blind oversampling architecture has no feedback phase tracking and has fast
acquisition ability. However, it still needs an external reference, a multi-phase oscillator, and

oversampling architecture increases the design complexity.

10



2.3 Packet and NRZI

In communication systems, the packet will be stuffed with some bits to avoid the packet
without data transition for a long time. In conventional CDR circuit, there is no tracking
action in the consecutive identical digits (CIDs) region. If the input data has no transition for a
long time, the CDR circuit would loss the frequency lock and increases the bit error rate
(BER). We will discuss more details of CIDs problem in section 3.4.

In USB 2.0, the packet will be stuffed in any six consecutive “1” before the packet is
transmitted. Then, each bit is encoded by a non return to zero inverted (NRZI) encoder. In
NRZI encoding, the signal has a transition if the bit transmitted is “0”. On the other hand, the
signal has no transition if the bit transmitted is “1”. In 8b/10b which used in SATA

fJ*\
applications encoding, the maximum run length o\f\e{)nsecutive “0” or “1” 1s five.

! [

- -

o

=" .-".f."" — ~ "
Raw Data ‘—“:‘_. “+|_\ --_--:-'-3:*?‘* Stuffed Bit | |
31'Zeros, | pee i/
Bit Stuffed Data 1 il b L L

7 ",

Ig h T ...SiX Qnes
NRZI Encoded | e A
paa 1 LI Lal e ‘\\\> | B

Sync Pattern

Packet Data

Fig. 2.7 Waveform of USB 2.0 packet [17]

The encoded NRZI waveform of the USB 2.0 packet is shown in Fig. 2.7. The first 32 “0”
bits are the synchronization bit. After NRZI encoding, the 32 bit “0” is encoded into 31
continuous data transition as the SYNC pattern. The CDR circuit should finish the frequency
and phase acquisition within 31 cycles.

In our pattern generator, the maximum length of CID is 6, and is the same as USB 2.0

specification. The SYNC pattern length is 32/70 cycles.

11



2.4 Summary

CDR
. Advantages Disadvantages
Architecture
Long Lock-in Time
PLL Input Frequency Tracking Large Loop Filter Area(analog)
Input Jitter Rejection External Reference Clock needed
Multiphase Clocks needed
Phase i External Reference Clock needed
Multichannel Share Input Clock .
Interpolator Multiphase Clocks needed
External Reference Clock needed
) Fast Lock-In Multiphase Clocks needed
Oversampling . .
Fast Acquisition Large FIFO Size
Hardware Complexity

Table 2.1 CDR ?‘hrtpcture comparison
II/

I H
Table 2.1 summarized prior_QDR'éirchite_gt_urps.I"Thexl_all have some disadvantages such
.st';-'-li.':_“_m , A0 \ _...:":-'-'r-',-’;z
as charge-pump leakage, large loop filter-4fea, long lock-in fime, requirement for an external
le'. I i | | I IIII
reference clock, and multi-phase clock geﬁer_ﬁtof,jaf.id 'highjhardware design complexity.

| L N |
| ;»-if _ N

In this thesis, we propose an aldﬁg_’igital--élbek and data recovery (ADCDR) circuit with

fast lock-in time, referencelss architecture, no multi-phase clock generator nor oversampling

architecture are required. Besides, we propose the adaptive gain control scheme and the

time-to-digital (TDC)-based fast phase compensation. The proposed adaptive gain control

scheme adjusts the phase tracking gain by counting the consecutive identical digits (CIDs). In

addition, the proposed ADCDR can compensate for a large phase error by the proposed TDC.

As a result, the frequency variations during data transmission can be easily tracked and

compensated for even with a large spreading ratio in the transmitter.
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Chapter 3

All-Digital CDR Circuit for Spread

Spectrum SerDes Applications

3.1 The Proposed ADCDR Overview

Pata >

DCO_CIk—pDFF

=D o

Recovered
Data

»| State Machine

Digital

Loop Filter )

track_mode| |ctrl rst TDC Lock
vg dco code[10:0]
Data_T—T¥ w A ' DCO_Clk
=>Dual Mode[—* ADCDR - it >
o dco code[10:0] TDC
>  PFD Town Controller [ o — -
0 y Iy coarse embedded
outu outd tdc code[5:0] DCO
Y Y
TDC |tdc_ap code[10:0]
tde dn_code[10:0]
N

Fig. 3.1 The block diagram of the proposed ADCDR circuit architecture

In conventional SSCG, the spreading ratio is chosen smaller than 5000ppm and the

modulation frequency is chosen as 30~33 KHz. However, if the transmitter can transmit data

stream with a larger spreading ratio (>10%), there will be more EMI reduction, as discussed

in section 1.2. In the proposed ADCDR system, we adopt a SSCG with 10% spreading ratio

and 30~33 KHz modulation frequency. The input data of ADCDR circuit is modulated by the

SSCG.

Fig. 3.1 shows the block diagram of the proposed ADCDR circuit architecture. The

proposed ADCDR circuit is composed of a dual mode phase and frequency detector (PFD)

13



[17], a delay line based time-to-digital converter (TDC) circuit for quantizing the phase error,
a TDC-embedded monotonic low-power digitally controlled oscillator (DCO) [17][24] that
can perform fast lock-in, a digital loop filter (DLF) [25], an ADCDR controller and a state

machine to perform the fast lock-in procedure.

The input data is delayed and exclusive-OR with the original input data to generate the
data transition signal (Data T). We use Data T signal to trigger the state machine and

perform the fast lock-in procedure.

The whole lock-in procedure has two steps: the TDC-embedded DCO locking step and
the modified binary search algorithm [26]. In TDC-embedded DCO lock-in step, the time
duration between the first two data transition (Data T) will be measured by the
TDC-embedded DCO and quantized 11}/1/ rﬂJ \of\coarse tuning delay time. Then, DCO

s -,

generates the coarse tdc code to-thé ADCDR conlroller and encodes as the initial dco_code.

Errm T P
- . - e = ‘__.

After TDC lock-in step, the fre&uency error bepren 1np1},t data rate and dco clk could be

Y
very small (in 1~2 coarse tuning stage delay)h_____, ¥ <

5
[/ N\
After TDC-embedded DCO lia’g;kﬂn step; the- EADCDR controller begins to apply

modified binary search algorithm to track the remaining phase and frequency error within the
synchronization pattern. Finally, frequency and phase will be locked. The state machine sets
the PFD mode into phase tracking mode by setting Track Mode signal to “0”. In this mode,
the dual PFD works as a PD and is suitable for random data detection. When the dco clk is
faster than Data T, the PFD generates a down pulse to the controller to slow down the DCO.
Otherwise, when the dco_clk is slower than the Data T, the PFD generates a up pulse to the

controller to increase the DCO.

In the phase tracking mode, the adaptive gain control with CID (AGCID) and the

TDC-based fast phase compensation is applied to maintain phase tracking. The AGCID

14



scheme can automatically adjust the phase track gain. The TDC-based fast phase
compensation will compensate for a large phase error and maintain the frequency and phase

stability.

3.2 Dual mode Phase and Frequency Detector

- Qu| OUTU e
v I.)l)_' DFF T, u u I I.Il-_‘.l.‘j . _up
Data T —p amplifier
PFD rst .\-hiﬁk
QD1 Pulse )
VDD — ; amplilier —DN
OuUTD
DCO_CIk Qn
Track Mode
P "_‘ . )

J—"' __r 2 "'-.\ ,

Fig. 3.2 PrOposed duatmode PFD arch}tecture [17]
, L 'l O |

Fig. 3.2 shows the proposed d\lfal mode\phase and fi’cquency detector (PFD). It supports
/

two modes: PFD mode within the SYNépattqm and m mode for random data detection.

When the Track Mode is switched to “1”, the proposed dual mode PFD is turned into
PFD mode. In PFD mode, the PFD works like a conventional sample based bang-bang PFD to
detect the frequency and phase error within the SYNC pattern. If the dco_clk is faster/slower
than the Data_T, the PFD will generate a down/up pulse to the controller to adjust DCO speed.

The timing diagram of proposed dual mode PFD is shown in Fig. 3.3.

When the Track Mode is switched to “0”, the proposed PFD is turned into PD mode for

tracking random data pattern.
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Fig. 3.3 Wa\qeforrn of proposed dual m()(fe PFD [17]
, |1 O |
! L F 4

From the Fig. 3.3, in the PD\.;mode the QD s1gnhl is reset by negative edge of the
DCO ClIk. It is represented that Hggre is_no dat‘b\‘transmon within the half period of
DCO_CIk. It means DCO_Clk is within the CID region. The irregular frequency error signal,
OUTD will be mask by Mask signal. The PD discards the comparison of this time because it

is not really correct and keeps detecting the next phase error of random data stream

In PFD mode, if the DCO_Clk is within the CID region, the frequency error will be
detected by PFD. Thus, the proposed dual mode PFD can solve the problem of the

conventional sample based bang-bang PFD in the CID region.
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3.3 Time-to-Digital Converter Embedded
DCO

3.3.1 Structure

Code[0] Code[1] Code[30] Code[31]
Data_T TDC_CLK | |
TDC Lock

n ¢
CDEF

coarse COarse

fine[30:0] | Fine
=

u(lllézl

>'"""' TDC CIK]

deo_code[10:0] -\h{ Encoder |‘<’ {Coarse|62:0], fine[30:0]}
Code]63:0] -\.{ Decoder |ﬂ\b coarse_tde_code|5:0]
l

.I' P

e

Fig. 3. 4 ‘Khe TD’C embeddedDCO a,rchltectre

, ' 'l O |
Fig. 3.4 shows the TDC- embea?ded DCQ archltectur\e As shown in Fig. 3.4, the DCO is
5

composed of 64 coarse tuning stages'em(i 32 fjne tunfn% stages and the TDC [17] part for fast
lock-in. A coarse tuning stage is composed of three logic gates including two AND gates and
one NAND gates. The fine tuning circuit is composed of two parallel connected tri-state
buffer arrays operating as an interpolator [24]. The interpolator circuit can keep the monotonic
response between two coarse tuning stages switching. The TDC part is composed of 64
D-Flip/Flops (DFFs) on every output node of two AND gates. The Encoder encodes the
binary 11 bits binary dco code[10:0] into coarse and fine tuning control thermal meter code.
The dco_code[10:5] encodes into coarse[62:0] and the dco_code[4:0] encodes into fine[30:0].
The Decoder decodes the 64-bits thermal meter code generated by the TDC into the 6-bit

binary coarse_dco_code to the ADCDR controller dco_code initialization.
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3.3.2 Fast Lock-in Procedure

coarse[61] coarse[62]

CLK_OUT

fine[30:0] | Fine
Tune

coarse[61] coarse[62]

CLK_OUT coarse[62] I
fine[30:0] | Fine
< Tune |
| €A ouT
CB OUT "1 “w" “0 I
- ————,———————_———
g : .r

Y |
(b) Input data clock period is hrger ﬂlan haif of all qf;arse stages delays, but is smaller

\tpz;r; all coarse s‘r{%eé{ delays

Q.-"; LA
o -
Cyclic
—Counter [ Cyelic_count
cLk our  RESET

Tune

[ ca ouT

| fine[30:0] | Fine
|

(c) Input data clock period is larger than all coarse stages delays, but is smaller than one

half of all coarse stages delays

Fig. 3.5 TDC measurement procedure
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In Fig. 3.4, when the TDC Lock is set to “0”, the phase difference between the first two
positive edges of data transition pulse (Data T) represents the data rate. The second positive
edge of Data T will trigger the DFFs deployed on the DCO delay line to quantize the input
data rate information in terms of the coarse tuning delay and complete the fast frequency

acquisition.

Fig. 3.5 shows the TDC measurement procedure. In Fig. 3.5 (a), the input data clock
period is smaller than the half of all coarse delays. The “1” should propagating in the upper
AND gates chain. The Decoder must find the rightmost “1”, and decodes into corresponding
coarse tuning control code. In Fig. 3.5 (a), the coarse tdc code should be decoded as 30/2=15,

represents the initial coarse code of dco _code should be set as 15.

In Fig. 3.5 (b), the input data clock Pe{ 4 rger than the half of all coarse delays but

—

is smaller than the all coarse stages delays,r The ‘°(1” shoﬁ‘td be in the lower AND gates chain.

Errm T P
M- . - e -

The Decoder must find the leftmést “0’|’, ,and decoﬁqzs 1nto cgf;respondlng coarse tuning control
code. In Fig. 3.5 (b), the coarse_tdc?% codex s_?q_u_l_d:‘be deco}ied as 62/2=31, represents the inital
coarse code of dco_code should be s%,gsj 31.__;- \ _ :\5*.’

In Fig. 3.5 (c), the input data clock period is larger than the all coarse delays but smaller
than one half of all coarse stages delays. In this case, the cyclic counter is adopt to count the
negative edge of CLK OUT. If the cyclic _count is “1”, represents that the input data rate is
larger than all coarse stages delays. The “0” should be in the upper AND gates chain. The
Decoder must find the rightmost “0”, and decodes into corresponding coarse tuning control

code. In Fig. 3.5 (c), the coarse _tdc code should be decoded as 64/2=32, represents the inital

coarse code of dco_code should be set as 32.

19



3.3.3 Coarse Tuning Stage

—— —— —— — — — —

\ coarse[61] coarse]62)

CLK_OUT

coarse[62)

fine[30:0] | Fine
i

Tung |

I CA OUT . N~T\ |—\ T\ T e e e e

Fig. 3.6 coarse tuning stage architecture of DCO

Fig. 3.6 shows the coarse stage architecture of the DCO [27]. The NAND chain based
architecture has smaller coarse tuning resolution than the conventional MUX type DCO [24].
The one coarse tuning stage delay of the conventional MUX type DCO is a NAND gate delay

4
SN
+a MUX delay. In the proposed coarse Mlg architecture, the one coarse tuning stage delay

i
RS

is two NAND/AND gates. As wg_-diﬁéhss 1n3§2,we ust\e\thg__coarse tuning stage as a TDC to

[N
el T 2

quantize the input data clock per\i\(“)\d. The 'r’.e.:soiu‘&oﬁ.bf' a coarse tuning stage should be kept as

small as possible. Thus, we can achi¢ve the fast _ﬁfeqﬁénc;/‘. acquisition in a short time.

p | e :
N\
As shown in Fig. 3.6, if the dco” dede is96; it should be encoded into the coarse control

code as 96/32=3 (coarse[0]~coarse[2] = 1, coarse[3]~coarse[62] = 0) where one coarse tuning

delay is equal to 32 fine tuning control code. The delay path shows as arrow path in Fig. 3.6
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3.3.4 Fine Tuning Stages

= | B

CA_()Ul|>’_
(N %ﬁ
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L

Fig. 3.7 fine tuning stage architecture of DCO
=
SR

<I£B_OUT

Fig. 3.7 shows the fine tuning stage’/ archftectu\re of DCO [24]. The fine tuning stage is
o .
composed of two parallel conn\e\‘cted tr1~sta’ee buffen array&pperatmg as an interpolator. In
4

conventional cascaded DCO archt cture _non- mohotomc jf)henomenon is a widely research
\
problem [24][28][29] and it’s not sugtable for spread speptrum applications. The interpolator
|/ N\
based fine tuning architecture is é/ﬁrrectly appro%s" to solve non-monotonic problem.

However, the interpolator circuit may consume more power than cascading DCO architecture.
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Fig. 3.8 fine-tune code cross over 3 coarse stage
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Fig. 3.8 shows the simulation result of the monotonic DCO response during coarse
tuning control code switching. A coarse stage resolution is about 248ps and the average fine

tune resolution 7.75ps implemented in 90nm CMOS process.

When we turn on more tri-state buffers in the left hand side array, the output clock
(CLK_OUT) is more closed to CA_OUT. On the other hand, the output clock (CLK _OUT) is

more closed to CB_ OUT when we turn on more tri-state buffer in the right hand side.

A
/ i \"\'I
o . 9
o — ) FAS e
N I
"x._ L | - /a"
b o y
[ - |
L W
[ ]
{/g__ P :Eﬁ
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3.4 Adaptive Gain Control Scheme and
TDC-based Fast Phase Compensation

In conventional bang-bang CDR architecture, the phase tracking ability is very poor, and
it is due to only the bang-bang phase information is used to control the DCO. However, there
is no data transition in the CID region, and the frequency error is accumulated in this region,
and it may cause a large phase error in the end of the CID region. Thus, the proposed AGCID
scheme and the TDC-based fast phase compensation approach can enhance the phase and
frequency tracking ability. Hence, the frequency variations in the receiving data can be easily

tracked and compensated for even with a large spreading ratio in the transmitter.

L

4

4
)

3.4.1 Adaptive Gain Control Scheme
Y e, €
N ||
I |
Input_Data | |
I [
Il [
|
ata_T -:_I _|| —|
I |1
N ||
| |
DCO CLK | |
b A A A
I I

=
ac;

MPI+HIX
Fig. 3.9 Phase error accumulation in the CID region
In the CID region, the PD is not operating and the CDR controller doesn’t perform phase
tracking. The frequency error between Input Data and DCO_CLK will accumulate the phase
error and result in a large phase drift. Fig. 3.9 shows an example of phase error accumulation

in CID region. The initial phase error is /\AP1 and the frequency error between Data T and
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DCO_CLK causes a phase drift X at every cycle. After 3 cycles in CID region, the phase error
will increase to AP1+3X.

We propose a novel tracking scheme called an adaptive gain control scheme (AGCID) to
solve this problem. After frequency and phase acquisition is completed, the CID length
(cycle count) is counted, as shown in Fig. 3.10. The cycle count is cleared whenever the data
transition occurs. If there is no phase polarity change in the end of the CID region, it means
that there are consecutive up or down pulses in the CID region. Thus, the proposed AGCID
scheme will add or subtract the DCO control code by the CID length (cycle count). As a
result, the accumulated phase error is quickly compensated in the end of each CID region.
Oppositely, if there are phase polarity changes in the end of the CID region, it means the
phase polarity is changed during the CID rgﬁi\gn. However, we cannot identify where the

N

I H
polarity change occurred in the CID regigfrll, so we aés'_u{ne the phase polarity is changed in the
AT S
middle of the CID region. As a‘%’\‘esult the-"pfﬂpc?sédAGCIEl'écheme will restore the baseline
4
DCO code (avg_dco code) calcu ate('i 'b_y ther FDLF andj’fthen adds or subtracts the DCO

control code by the CID length (cyclg_count) d1V1ded by i

data N
] ! Fy ) P
data_T _I (A i —l
I |
deco_clk | | | | \ Jf | |
o W
polarity changes in CID

DN
' I_I dco code = avg dco_code +

cycle count/2
cyele_count K2 X0 1 X0 1T > 2 >3 >4 X1 >

Fig. 3.10 Polarity changes in the CID region
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3.4.2 TDC-based Fast Phase Compensation

After frequency
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Fig. 3.11 The prﬁpos’ed ”AG€-ID and TDC cqmpensatlon flow

Fig. 3.11 shows the flow charl‘\pfI tllle proposeld AGQ’fD scheme and the TDC-based fast
phase compensation. If the ADCDR\?omroller detectkofrlsecutlve up or down pulses, and the
accumulated phase error is smaller tl:m 1/3 clgck beno Then, the DCO control code will be
added or subtracted by the CID length (cycle count) according to the PFD’s output. In this
case, if the accumulated phase error is too large (> 1/3 clock period), the phase error is
compensated for by a larger phase tracking gain (tdc_code) to quickly reduce the phase error.
Oppositely, if the ADCDR controller detects phase polarity is changed in the end of the CID
region, the baseline DCO control code (avg dco code) is restored to the DCO control code
(dco _code) with an offset (cycle count/2). When the phase polarity is changed during the

CID region, the accumulated phase error will be a small value, and thus the TDC code

(tdc_code) is not used in this situation.
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Fig. 3.12 The proposed TDC circuit for the PFD
Fig. 3.12 shows the proposed TDC circuit for the PFD. A digital pulse amplifier is

|'L 5\

.pﬁe width. Thus, the signal (Pulse amp) can

applied in the TDC to extend the input sifgnﬁ’é

be used to reset the TDC delay line- ﬁ’fter each TDC operaﬁon . The PFD outputs a low pulse to

e
E-. -. (__

the TDC, and the input signal p}sses ‘;hrouglgh the—"}FDC de],,ay line which is composed of the
TDC delay units (TDUs). The outp? of each\TDU is s;am‘ljled at the positive edge of the input
signal. Thus, the input pulse width (i. qg:phase prror) c%n be quantized by the delay time of the
TDU. The TDU is composed of two AND gates to keep the mapping gain of TDU and DCO
coarse tuning stage consistent. The proposed interpolation type fine-tuning can provide a
fixed ratio between the resolution of DCO (ADCO) and TDC delay unit (/ATDC) even with
PVT variations. One coarse-tuning stage is equal to one TDC delay unit. Therefore, the
resolution of the DCO coarse-tuning stage becomes 2*/\TDC. Subsequently, the resolution
of fine-tuning stage, which means the DCO resolution (/AADCO), is equal to (1/32) * (2 *
/A\TDC). The resolution of TDU is equal to 16*/ADCO. In Fig. 3.11, when the phase error is

larger than 1/3 clock period, the dco code = dco code * tdc code/16. It means we

compensate 1/16 of the TDC measured phase error.
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Chapter 4

Experimental Results

4.1 Test Chip Implementation
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Fig. 4.1 Test chip floor planning and I/O planning

Fig. 4.1 shows the proposed ADCDR circuit’s floor planning and I/O planning. There are
18 /O PADs and 14 power PADs. The detail I/O description is shown in Table 4.1. The test
chip is composed of the proposed ADCDR circuit and a spread spectrum clock generator

(SSCQG) to trigger the random pattern generator. The SSCG circuit has the range of 76MHz to
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480MHz for high speed and low speed measurement. The SSCG is controlled by off-chip
binary code (SSC_HIGH CODE][3:0]) to adjust the SSCG output frequency coarsely. The
SPREAD COUNT is controlled to adjust the fine code of DCO in SSCG to generate a down
spread triangular modulation. The pattern generator (Pattern Gen) generates the 32/70 SYNC

pattern and adopts the feedback shift register (LFSR) for random bits generation.

Table 4.1 I/O PADs description

RECOVERY CLK CDR circuit recovery clock

1
TARGET DATA 1 CDR circuit input data
LOCK 1 CDR circuit lock in
SSC _CLK OUT 1 | SSCG clock
RESET 1 | System resei):,,»! i ! \x
SSC_RESET | |SSCGresel — o
SSC_High CODE 4 SSCG~basehne code for down spjiead
SPREAD COUNT | 2 Down sprpqd counter-| _ '5 f
SSC_ON 1 SSCG\enable i
SSC_REF CLK I | SSCG reference Slock )/
| f' i
0 Rﬂiﬂdom Mode \g\“
TEST MODE 1
1 | Worst case mode
0 | SYNC pattern =32
SYNC_MODE 1
1 SYNC pattern =70

OUTPUT DIV8

RECOVERY CLK/SSC CLK_OUT divide by 8 for the high

speed mode measurement

OUTPUT TYPE

Gated TARGET DATA/RECOVERY_CLK for the

SSCG clock measurement

0

Gated SSC_CLK_OUT for the recovery clock and data

measurement
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864 m

Fig. 4.2 Layout of the test chip

Table 4.2 Block module name

Block Number | Module Name
(1) Spread Spectrum Clock Generator (SSCG)
2) TDC embedded DCO
3) Dual mode Phase Detector (PFD)
4) Pattern Generator
(5) Time to digital converter (TDC)
(6) Digital loop filter (DLF)
(7) ADCDR controller
(8) State machine
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Fig. 4.2 and Table 4.2 show the layout of test chip. The test chip is implemented in a
TSMC 90nm CMOS process with standard cells and a 1.0V power supply. The chip area is
864*864 um” and the active area is 300¥300 pum®. The test chip is composed of the proposed
ADCDR block and the testing block. The proposed ADCDR block contains the
TDC-embedded DCO, Dual mode PFD, TDC, Controller, DLF and state machine. The testing

block contains the SSCG and the pattern generator.

4.2 Full Chip Simulation

|
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Large_PhaseError 0

Fig. 4.3 System simulation of proposed ADCDR circuit in 48§0MHz
Fig. 4.3 shows the post layout simulation of the proposed ADCDR circuit at 480MHz. A
pattern generator is included in the test chip. It can perform the 10% down-spread modulation
with a 30 kHz modulation frequency.
In the first phase, the TDC-embedded DCO produces the initial dco code value of

quantized input data clock period to the controller and performs fast lock-in.
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In the second phase, the ADCDR controller performs modified binary search algorithm
[26] to achieve frequency and phase acquisition in a short time. In Fig. 4.3, the PolarityCode
is the previous recorded DCO control code at phase polarity change. When the phase polarity
is changed again, the DCO control code is updated as the average value of dco code and
PolarityCode. As compared to the binary search algorithm with a digital loop filter [25], the
modified binary search algorithm [26] can quickly find the DCO control code close to the
target DCO control code in a short time. Then, the ADCDR controller enters the third phase.

The input data stream has a 10% down-spread modulation at 480MHz. In the third phase,
the proposed adaptive gain control scheme and the TDC-based fast phase compensation
approach are applied to track the frequency variations due to the down-spread modulation
during data transmission. The Large_PhaseEh]@\r signal indicates that the phase error is too
large (>1/3 clock period) in these cyc}_g_{ ;:d i‘_t'h;\f)h_asxe%\ error is compensated for by a larger

- — ""{ _r.'. oSS ."\ \H-\"- =
phase tracking gain (tdc_code) t:é\'iqgickly.-r-"eduee\the-phas_qgl:fg')r.

"\.._ |_. i | o /
h o \/
I . |
g
| 7 ]
{/g__ D :Eﬁ
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4.3 Bit Error Rate measurement

4.3.1 Random Jitter Tolerance

Bit Error Rate Measurement
T T T
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Fig. 4.4 shows the BER performance of the proposed ADCDR. When the data is
transmitted without the down-spread spread spectrum modulation, the proposed AGCID
scheme and the TDC-based fast phase compensation approach can improve the jitter tolerance
of the CDR circuit. In Fig. 4.4(b), when the data is transmitted with the 10% down-spread
modulation and the SSCG in the transmitter outputs frequency ranges from 432MHz to
480MHz. The proposed AGCID scheme and the TDC-based fast phase compensation
approach can enhance the phase and frequency tracking ability. Therefore, the random jitter
tolerance is improved to 130ps and the BER is still less than 10" as compared to without the
ADCID and the TDC. As a result, the frequency variations during data transmission can be

tracked and compensated for even with a 10% spreading ratio in the transmitter.
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4.3.2 Sinusoidal Jitter Tolerance

Jltter Tolerance Mask
S T g T AGCID & TDC on |

-4 AGCID & TDC off |]
= AGCID-pre[17] ]

Jitter Amplitude{Ulpp)

Jitter Frequency (Hz)

AN
Fig. 4.5 Smusmdsz Jlttef tole}ance performance
e - B
In the jitter tolerance tes&gg~of the--reeelver---l;he mpuﬁdata rate is modulated with a
4

sinusoidal jitter. The sinusoidal has \‘E?hrée 1mportant pammgt’ers Uliitter (peak-peak), Afand f
\

i- The Uljiyer (peak-peak) 1s the totalgltter aecumulatlon 1p one sinusoidal modulation period.
|/ N
The /\fis the maximum frequencyﬁczglriatlon’r i-one-sinusoidal modulation period. The f ; is

the modulation frequency of the sinusoidal jitter. The relationship between these three

parameters is in Eq. 4.1

Ul jicter (peak — peak) = - (4.1)

£
Fig. 4.5 shows the sinusoidal jitter tolerance of the proposed ADCDR circuit at 300MHz.
With the proposed AGCID scheme and the TDC-based fast phase compensation, the corner
frequency is at 9MHz with 0.25UI jitter tolerance. Opposite, without the propose AGCID
scheme and the TDC-based fast phase compensation, the corner frequency is 6MHz with
0.2UL. In addition, with the previous AGCID scheme [17], the corner frequency is 9MHz with

0.15UL
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4.4 Chip Summary and Comparison Table

Process 90nm CMOS
Operating Range 76MHz ~ 480MHz
Supply Voltage 1.0V
Core Area 0.09mm’
4.28 mW (480MHz)

Power Consumption
1.03 mW (76MHz)

Input Jitter Tolerance 130ps with BER < 107"

SSC Tracking Range Down spread 10%
Lock-in Time 2t < 35cycles
L Y
o
Reference Clock / : \“*\I NO
"{? ' N b ) -\\“‘ 2
“”{k Table 4, 3_Ch1p summary !,
| i_ - . ) ; ,f

8 F
The chip summary is shown\h Table 4 3 Thé clﬁp is implemented in TSMC 90nm

CMOS process with standard cells a;;Id )ffOV supply ’I\\lﬁ\§ core area is 0.09mm?. The frequency
N

range of the proposed ADCDR rangeg; from 76MHz t(? 480MHz. The power consumption is
4.28 mW at 480MHz with the down-spread 10% modulation. The lock-in time of proposed
ADCDR is less than 35 cycles in 480MHz. The input random jitter tolerance is 130ps with
down spread 10%

The performance of proposed ADCDR and the comparison with related works are shown
in Table 4.4. The test chip is composed of an ADCDR circuit, a SSCG and a pattern generator.

The proposed ADCDR circuit has smaller chip area, power consumption, shorter lock-in time,

better jitter tolerance and no external reference needed.
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Table 4.4 Comparison table

[14] [12] [22] [32] [16] [17]
JSSC’ JSSC’ TCAS-II’ JSSC’ APCCAS’ | VLSI-DAT | Proposed
06 08 08 11 08 11
Process 0.18-pm 0.18-pum 0.18-pum 0.13-pm 0.18-pum 65nm 90nm
155Mb/s~ | 200Mb/s~ 1Gb/s~ 76MHz ~
Data Rate 480MHz 1.25Gb/s 480MHz
3Gb/s 4Gb/s 4Gb/s 480MHz
4X 8X Blind 4X 4X
CDR Type | Multi-phas | Multi-phas | Over-samp | Multi-phas | Multi-phas | Full Rate Full Rate
e e ling e e
Area 0.88mm* | 0.8mm’ | 0.185mm’ | 0.074mm’ | 0.63mm’ | 0.0255mm’ | 0.09mm’*
Supply 1.8V 1.4V 1.8V 1.2V 1.8V 1.0V 1.0V
4.28mW*
p 95 mW 14mW 8.2mW 11.4mW 80mW 1.73mW | (480MHz)
ower
(3Gb/s) (2Gb/s) (480MHz) | ; ‘(s\?’Gb/S) (1.25Gb/s) | (480MHz) | 1.03mW#*
L
el N (76MHz)
Lock-in 50us Zergdock |-~ == |  800ns 40ns 67ns
. N/A P A NA - e
Time (3Gb/s) gectime = L(1E25Gb/s) | (500Mb/s) | (480MHz)
Reference No Yes \'-.x Yes [" —Yes | f No No No
b linlan’ Yes
SSC Yes \ / 10%
] No No i No:s, No No
Tracking 2500ppm A L N down
G SRR
spread
Jitter
0.5UI 0.23U1 0.15U1 0.25U1
Tolerance @7MH @75MH @9MH @9MH
and "l NA N/A ‘1 NA i ‘
c @2.488Gb @3Gb/s @300Mb/s | @300Mb/s
orner
/s data rate data rate data rate data rate
Frequency

*including SSCG and pattern generator
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Chapter 5

Conclusion and Future Works

In this thesis, the referenceless all-digital clock and data recovery circuit for spread
spectrum SerDes application is proposed.

With the AGCID and TDC-based fast phase compensation, the random jitter tolerance
can be increased to 130ps with 432MHz to 480MHz spread spectrum clock. The sinusoidal
jitter tolerance can be increase from 0.15UI to 0.25UI with corner frequency at 9MHz.

The proposed ADCDR circuit doesn/’j;f“LnFe,c\l\the reference clock, a multi-phase clock

generator nor the oversamphng arph‘rlfecture The aregﬁ power consumption and design

\. 1

Errm, == e
S -. -
T

complexity can be greatly reduced —: I \ - f,r

Y | i |
With the proposed TDC- embe‘d;ded Dde the lock 14{ time can be within in 35 cycles at

480MHz data rate. In addition, the \pr()posed 1nterp({<td(r-based fine tuning architecture can

3 /;
&
easy solve the DCO non-monotonic response problem and it is very suitable in spread

spectrum applications.

The test chip is implemented in TSMC 90nm process with standard cells, and thus it has
good portability over different processes. The core area is 0.09mm’ and the power
consumption is 4.28mW at 480MHz with 10% down spread.

In recent years, the body channel communication (BCC) [30][31] is very attractive in
ubiquitous healthcare systems and multimedia systems. It adopts the human body as the
transmission medium to achieve high speed communication with low power consumption.
However, the human body as the channel can generate additional jitter for the receivers. The

CDR circuit must enhance the tracking ability to overcome the noise interference from the

37



human body. Thus our proposed ADCDR circuit with strong tracking ability is very suitable

in the body channel communication systems.
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