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Abstract

In this thesis we discuss the benefit of adaptive system design, and this released the
max performance of circuits should have. Two types of delay monitor has been proposed,
with simpler, more portability and more robust system. An improved version of smart

temperature sensor with lower dependent to supply voltage has been proposed too.

Include discussion the shortcoming of traditional system design to the dynamic voltage
and frequency system (DVFS), then introduce of error detection circuits. The ability of
detect on-chip variation is improve from coarse to highly precision, from rough whole chip

to every path on the circuit. The integration’s difficult varied with use of these sensors.

n'L 1
The chapter 4 of the thesis is the thermal Aeh@r. With the use of leakage delay cell, the

effect of hard to calibrate varlatlon of- dynamlcvoltag’e t:aq;educed

e - —_- "\ _ -
E B -F‘___

—
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The developed thermal sensor, and deIaY mUnnor had g.orted to FPGA. With integration

5
of the UniRISC system, a live detnonstrates of Wlth Eidaptlve scaling SoC system had
|/ _ N
«t/{_—;, e }E{x

implemented.

In this research, we had fabricated a test chip on 65nm process. With the integration of

delay monitor, a adaptive system demonstrated on test chip.
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Chapter 1

Introduction

1.1 Introduction to Adaptive System Design

Today’s silicon devices are toward more bigger and larger, chips are integrated with
more functions and become hotter and consumes more power. As fabrication technology
scales to sub-micron meter, the on-chip variation gets worse [1, 2]. Traditional chips design

n'L :
flow is built with margins, take in count with't e"‘pLocess, voltage and temperature variation.
. \\

l'/ 1
These margins are translated to more power consumption or degradation of performance,
=" r __.";-"'\_. '1-.. s

e . = e
o - - " T

limit the real power of designs. * =" T e S

—_—

vl I
Adaptive system came with various. type. of monitor sensors, support for dynamic
frequency scaling and voltage contré}gjt ca__nf-m_a_xvfykg.s the performance or minimize the

power consumption of system.

1.2 Motivation

In a very large SoC design, the local variation may encounter multiple source of
variation, induce worsen local environment than we expected. The summation of these bad
local situations my exceed the original designed guard margin, and lead the whole system
crash. The pretty simple solution is made these guard margin even lager. But this may

largely further degrade the performance and consume more and more power.

The above is the pessimistic view of the variation. In contrast, what if the local

situations are better than bottom limit of guardbands, somehow it can be speed up. In next
-1-



section we discuss the types of variations, and the limit of tradition sensors.

1.3 Types of Variations

In the production of chips and the executing environments, chips are suffering various
types of variation. These variations can be classified by temporal and spatial. Table 1.1

describes these type variations.

By the limitation of conversion rate of traditional voltage and thermal sensors, fast
changes can’t be detected by these sensors. Transistor level of local process variation can’t

be detected too.

Table 1.1 Types of variation.[3]

o B

Static // 'l \\\ Dynamic
4 P = .,
Extremely slovyw.__-_;_'; / wSlow chaﬁgﬂe__.;-\ Fast change
S A
Local | Within-die process variation | :Ienppet;ﬁtﬁlre___ hot-spot Local IR drop
b Nulans” o
IH ) | Cross-talk
i'fg’r . :\\& Clock-tree jitter
Global | Die-to-die process variation | Environment Temperature | Clock jitter
NBTI[4] Battery device supply | Supply voltage jitter
Electron migration voltage drop

1.4 Thesis Organization

In this thesis, we discuss the sensors used in the adaptive system and the integration of

various sensors. The rest of the thesis is organized as follows.
In chapter 2, we discuss sensors to monitor the environment situation, combined with

-2-




process, voltage and temperature information. The ability and restriction of using these

sensors and the design complexity will be discussed too.

In chapter 3, the proposed adaptive system’s architecture will be shown. Including the
microprocessor, clock generator and monitor sensors. Error recovery mechanism when

encounter errors, coopered with the controlling of system’s clock.

In chapter 4, an improved version of the previous research of smart temperature sensor
is proposed [5]. By using of newly developed leakage delay cell in another research [6],
significantly reduce the impact of voltage variation on the generation of PTAT (proportional

to absolute temperature) pulse. And then improve the precision of smart temperature sensor.

In chapter 5, first, the simulation result' (fo test chip will be shown. Followed by the

I.
ported FPGA version of thermal sensor ,%d delay monitor sensor, which is integrated into
- .,

-

o y _ 5 -
the CCU Criti-core project. E:r\-\.;:_':_-:___.; ey —
In chapter 6, the conclusion wm bemade. 4
I el F |
|74 ;



Chapter 2

Sensors for Adaptive System Design

In order to detect the environment information for system to adaptive adjusts working
clock or voltage, various type of sensors are proposed. There are mainly classified into three

categories of these sensors.

2.1 Combination of Various Sensors

n'L :
The first came with use of existing sen,sér# If?,\8].
/ i Y

| [

_ i - _-- e -\\“-h-_
Thermal e - :
! i Body Bias Generator
> : >
Sensor \ |Frequency and|
LUTI—> Voltage —llp Clock Generator | LI
i Control /
Vee Droop — - ——I ™|  Off Chip VRM
Sensor e N

Fig. 2.1 DVFS system with various sensors [8]

Fig. 2.1 show a DVFS system cope with existing traditional sensors, and build
pre-characterize information into lookup table (LUT). The main problem of this type of
systems is every sensor is suffering multiple type of variation source, induce the first error.
Second, combine these information into lookup table cause second error. The design and

calibration’s effort on multiple sensors is also huge.

2.2 Canary Circuit



2.2.1 Critical Path Monitor

Critical path monitor are used to detector overall variation effect on critical path at

once, includes of process, voltage and temperature variation [9-11].

7

Slopa ==e=-
Generation

edge n— level n-1

Slower cycle =———— Fastar cycle

Fig. 2.2 Critical-path tlmlhg monltor used 1\65 nm microprocessor [9]
s,/i;,,
The critical path monitor is using various Ioglc gates and wire to represent the real
critical path’s delay. Fig. 2.2 shows the critical path timing monitor used in power 7

microprocessor [12].

2.2.2 Delay Monitor

We proposed an easy type of delay monitor circuit. With simple and small design, it

can monitor the PVT variation on chip.

In this design, delay buffers are used as critical path’s replica. We use the concept of
FOA4. It stands for “fanout-of-four inverter delay”. Path of composed by different logic

gate’s delay can be divided by an FO4, and the normalized delay holds constant over a wide
-5-



range of process, temperature and voltage [13].

On-chip variation’s effect between gates and wires shows higher than different gates.
However, in a small area of local detection and without long distance of wire connection,

the precision of replica is acceptable.

\

-
>

Pulse_dly ‘FFl \_} Updown

puise Ll Critical Path Replica Speed up | Pulse_dly2 FF2 Lok
N S SO > margin L
g
Calibration
Fig. 23D H‘ Monitor
g ji.)’\\
Pulsewidth isthe. = .
¥« périod of clock . " \““':___:.
Pulse I s ~ [T 0 [T ]
Pulse_dly P ENESRNESS g |
- 3 e
FF1L__ T | /
Pulse_dly2 L0 SN |
— V-{r’" - - - ».___‘5\.!
FF2

Speed up Slow down Lock
Fig. 2.4 Timing diagram of delay monitor

Fig. 2.3 shows the design of delay monitor. Timing diagram is shown in Fig. 2.4.

The signal Pulse connected to critical path replica, adds the critical path’s delay, then
the outputted signal Pulse_dly is used sample signal Pulse. The sampled result of FF1
denoted whether the critical path’s has exceeds one period clock. The signal Pulse_dly then
connect to block Speed Up Margin, it is the guard band to ensure that speed up to higher

clock, the monitored circuit still works correctly.



2.3 Error Detection Circuit

To deal with fast variations and exploit the path level of variation. Several error

detection circuits are proposed. Some of these circuits can be detect for single event upsets

too.

2.3.1 Razor and Razor 11

Pipeline Pipeline
_Registers Registers
Combinational S
= Logic » MSFF o)
= A
3 —
g A I Shadow
N F—
e // ! [ Latch [SQ ERROR
--------- -./.--' " . .--.— .--. ‘_1._
] =~y N =
CLK—> S L )
N P >
o ! - /
\\? | T v
@ ;
|NNH ju
1/ ' -' |
{,_"_,If‘ = ____,-'\\___ . =
CLK | | f_
| | I
| | \ |
o _/ W ;
| L l
0 |/ | |\
It I
I L I
| |y |
s !/ )
I | /—4_
ERROR : : :

(b)
Fig. 2.5 (a) Razor I latch (b) Timing diagram of Razor | latch

Fig. 2.5 (a) shows the Razor Latch and the time diagram. [3, 14, 15]. It is the first time

error detection circuit wildly used in modern adaptive system. It exploit the path level delay
-7-



detection, detect the real error occurs on any register. Therefore razor latch can detect fast
change type of variation. And these type of error detection can’t prevent the occurrence of

error, thus it need the system’s support of recovery mechanism.

CLK
Detection Detection
window window
CLK | .
)-"' h
|
FF1 ;I . Y ~~\
s b
A "‘"f’*-‘ .
I"\. I. ) . l ¥ J'l
) 1 | e : ...... /
B ). ’.
H

Fig. 2.6 Data pathd/@ih min<delay < \g)@tectlon window

Another constraint exists in these types of error detectors. In order to detector the late
signal, it built a detection window after the rising edge. As shown in Fig. 2.6, FF1’s output
connects to FF2 and FF3 through a set combinational logic. Point A and B’s transition fall in
the detection window. The detector can’t distinguish whether the data is exceeds one period

or the min-delay of data path fall in the window

Tmin—delay > Tdetection—window

{ Tmaa:—delay < Tpemod + Tdetectz‘on—window (Eq 2 1)

The two constraints described in (Eg. 2.1). This is a trade-off problem, with wider
detection window, more min-delay must be set, stands more area overhead. With narrower

detection window the max-delay of paths must restricted seriously, if the max-delay exceeds,
-8-



then it won’t be detected as error. The undetected error may cause the incorrect execution of

the circuit.

2.3.2 Error Detection Sequence

Razor latch suffers from high area overhead and much higher clock energy. Another
type of error detection circuit has been proposed, the transition detector with time

borrowing (TDTB) latch and double sampling with time borrowing (DSTB) latch [16].

Transition [ p1
detector XOR_O ‘-l ERROR CLK
n2
H[ n1 P — Ea
7 e L L
D LATCH —¢ Q// IEN ﬂ ﬂ
] X&R_O 1L
F——  a Tt D
CLK .5:4-'-::_';_?_ / e ___.:_f_:'-'r'-;*, {_\’
s, .~ . ERROR" 7
I‘\-._ I._ L r | » j-'f
(a) b mia® (b)

Fig. 2.7 () (TDTB%}f (b) tlmlng di@ggm of TDTB [16]

The first proposed design is transition detector with time-borrowing (TDTB) latch.
Circuits and timing diagram are shown in Fig. 2.7. The delayed exclusive-or is served as a
transition detector, as signal D changed, XOR_O will output a corresponding pulse. When
CLK is low, transistor p1 is on, and transistor nl is off, the dynamic gate gets pre-charged.
As CLK rose, pl turned off, and nl turned on, if XOR_O stays at logic-low then there
haven’t dis-charge path exist. If signal D changed during the high phase of CLK, there will
be a pulse occurred, and have overlapping with CLK high phase, dynamic gates get
dis-charged, and ERROR rose. The ERROR signal of the same pipeline stage’s TDTB are

aggregate to one set-domain latch (SDL).



MSFF
Jj D— ERROR ) _I \E_

Q : I
p_l 4 |LATCH Q
MSFF Out I
CLK ERROR
@ (b)

Fig. 2.8 (a) Double sampling with time borrowing (DSTB) and (b) time diagram of DSTB

Fig. 2.8 (a) shows the second proposed design double sampling with time borrowing. It

is similar to the TDSB latch, transition detector is replaced by a master-slave flop-flop.
]

)
i

/ i N
Since using the TDTB and DS}B "the mm-delay \ml\be Iarge than high phase of input

E"‘"n- -

clock, thus the data path reglsterhan be: repla‘ced by Ia‘tch also reduce the clock energy.

Timing diagram is shown in Fig. 2.8(b). i

L -y

) Nl ¢
2.3.3 Low Cost Error Detéc;lon CII‘CLHt\ /
«t/{_—;, L Bxs

The error detection circuits proposed before aren’t capable to working with general
50% duty-cycle cycle. The need of duty-cycle controller is another design and area

overhead. And may constraint the usability if application need for 50% ducy-cycle clock.

Another issue is that every register which need be monitored is requiring one error
detection circuit. In an aggressive pipelined design, every pipeline stage’s may be very tight.

That is many registers need to be monitored. The overhead these design is still high.

-10 -



Tran n Detector | ||
nTDO0
Do i ) > 1

7

D3 !
Transition Detector

hTD4
D54 7 ) TD_norl

Detection Window Generator

Fig. 2.9 Low cost error detection circuit.

Fig. 2.9 shows the low cost error detection circuit we have developed. In this design,
every 8 register shared one error latch and detection window generator. Detail timing

diagram is shown in Fig. 2.10. £

A
CK
7D all H/*dl H-l - ‘-'"'.'-"TD%?& .-’f H/*dl
DW_n *d2 “'“"E' e S *d2

SRL_Q SRL_Q |

Fig. 2.10 Timing diagram of error detection circuit

The detection circuit is composed with standard cell .In the implementation of the
detection circuit some of gates are reduction to equivalent logics circuit with lower

propagation delay. And the balance of eight different paths delay is needed to be considered.

-11 -
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vierr_set)
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Fig. 2.11 Timing diagram of hspice simulatiy’i.t}fﬁ low cost error detection circuit

p

Fig. 2.11 shows the tlmlng dlg,grarn of hsplce sn’mwﬂon of low cost error detection

circuit. The d4_d fall in deteCtIOﬁxWIﬁdOW dw n, then“the Iatffﬁ srl_q is set to logic 1.

‘\.__ I._ '-__ | | l - ."l
QAN E v, _{/
| M |
Vo W
| 7 ]
“{’g' A :\_Eﬁ
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Chapter 3
Adaptive System Architecture

3.1 System Architecture

Pulse  Calibration

| A

freq_code _ Updown
ref_clk —| Clock < = - )
Controller Delay Monitor
CLK Generator | pco_lock_ _ Lock
A J o [SEN -

e L ‘
' DLX I I I _ :
1 Processor 0 !
i o x & = i
: IF PIEH ID PIEH EX PI2RMEMEIS B WB | |
1 - e x L :
! = = !
! 1
! 1
; L S T
\ 'I
---------------------- |-7_?---------ﬁ\---------------------

Fig. 3.1 System architecture

The main architecture of the designed system is shown in Fig. 3.1. There are four main
blocks. The clock generator generated the required clock frequency clock according to input
freq_code. The controller takes information from delay monitor to determine the optimum
frequency to use. The delay monitor is in charge of monitor the chips PVT situation. The

DLX processor is the test circuit and its performance is affect by the PVT situation.

3.2 DLX Processor

-13 -



o) x E

IF HZH ID HYH EX B3
- = X

L

CLK

Fig. 3.2 5-pipeline stages DLX

In order to show the potential of adaptive system and the ability of integrate delay
monitor to generic ASIC design, a RISC microprocessor

microprocessor used is a 32-bit 5-pipeline stage DLX processor [17]. Build with 64 byte of

is implemented. The

instruction cache, 64 byte of data cache and 16 32-bit register entries.

Failure
Checker

n'L 1
For simplicity, the program be ran on)hiis‘ “teit chip is built in as ROM. The executed
ya ,

results are built in Failure Checker, and Wi

-
-

Brem

.

-

- -

II_,chhgcléédauEQmatical ly.

\“”_ﬂ}—ﬁ ;;ﬁ“::'f
3.3 Clock Generafgr‘-.x_ =J 4
ref_clk ‘
freq_code[7:0] —4 Controller
rst_n
A |
DCO [ Counter

Fig. 3.3 Clock Generator.
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st D’—b%g .........
€ ( ........
clk_out
dco_code[0] dco_code[103]
Fig. 3.4 DCO mux type.
Fig. 3.3 and Fig. 3.4 illustrate the architecture of clock generator. reference_clk take a
100 MHz external clock. The required frequency is selected by freq_code. The precision

clock rate isn’t very high, so use a counter to lock the frequency of ref_clk is enough. Phase

doesn’t need to be lock too. The output characteristic of DCO is shown in Fig. 3.5.

Mux DCO

x 10'9 Frequency Range = 229.22 MHz to 515.78 MHz
T T T I
— TT, 1.0V, 25C
FF, 1.1V, oC
— S5, 0.9V, 125C
: -~
e
2 -
>
4.3626 - A 7
,»/'/
//}
e
,///
////
/‘/;/
19388 [ )
1 1 | Il | |
0 20 40 60 80 100 120

Control Codes

Fig. 3.5 DCO output frequency.
3.4 Sensors Integration

The integration of delay monitor is very simple; it won’t affect the original data path of

monitored microprocessor.
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With integrate of low cost error detection circuits, pipeline stage’s registers with
critical timing are replaced by error detection circuit. The min-delay of data path must set as

hold time constraint at auto place and routed step..

3.5 Adaptive Clock Control

In first version of test chip, the clock frequency is control by signal Updown and Lock.

DCO_lock denote for whether the DCO is locked or not. After DCO locked, it looks
signal Lock and Updown, if Lock is logic low, clock frequency will adjust by signal

Updown, logic 1 for speed up and logic 0 for slow down. Until the signal Lock rose.

o, ., .,  Teooo, . Japoo, oy, ., Jepop, oy, [&000,
ref_clk [ AT
—— |
freq_codel6:01] -L'_‘—l.._'_l_
[
[ L—
freq_codel6:01 |soJac] as 45 44 42 a1 40 EE 38 36 ]35] 34 33
DCO_lock |
Updouwn LIl I I I I [ [ [ I [T
Lock 1 1 N 1|

N/
i S e |
Fig. 3.6 Time didgram of post-layout simulation.

Fig. 3.6 Shows the timing diagram of clock converge progress.
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Chapter 4

Smart Temperature Sensor

4.1 Introduction

Temperature sensors have been wildly used today to measure temperature of local
temperature on chip. In many-core system and large SoC system, there may be many
thermal sensors on chip. Cost of calibration for every sensor is too expensive and
inefficiency. Smart temperature sensors are pnb sed to solve these problems.

y \
Previous proposed smart temp,eramre ser—rsor are SGQ/ed the variation on process, but

-1-,.‘-\.

have no resistant to voltage variation - [5 I8] The processr’varlatlon is static and can be
' | | l."
calibrated. However, voltage varlaﬁ@n is dyrfamlc thus (( can be calibrated before sensors

shipped from factory. ﬁ‘l ,./,r N .-’f
«t/{_—;, sl N

4.2 Proportional to Absolute Temperature
(PTAT) Circuit

There are many types of PTAT pulse generator, include of bipolar junction transistor

(BJT) based PTAT circuit [19] and Delay-line based PTAT circuit [20].

-17 -
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O
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<+>
ADC code
AVBE
+ -
+

L

Fig. 4.1 Architecture of conventional BJT based temperature sensor.

Fig. 4.1 shows the architecture of conventional BJT based PTAT circuit. AVge is the
difference the two BJTs’ Vge Which is propoytiﬁonal to absolute temperature. The followed

)
analog to digital converter (ADC) will//on_,-er\t\&be Verar With Vger to a digital code.

- -

il - - . — e - .-
However, the variation of Vges us_g_d'ﬁ ADC will-affect the\qrfe;g|3|on of output code.

frrm, "o

Another types of delay-line b'é%ed '-PTAT i)u[lse_l__sufferir)é voltage variation too.

-~

4.3 Low Supply VolgfﬁgeSeng’ftlve Temperature
Sensor

A PTAT pulse generator used of a p-MOS working in cut-off region has proposed [21].
The leakage current of an off p-MOS is less dependent on supply voltage, thus these type of

PTAT pulse generator can reduce the voltage variation’s effect.
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INV_OUT h—l l“ N

reset

Fig. 4.2 Schematic of the leakage delay cell.

In this section we use the leakage delay cell developed in [6] as the PTAT pulse

generator’s delay line. Fig. 4.2 shows the schematic of leakage delay cell.

e PTAT(Leakage Delay Cell) pulse width at TT
¢ [~y
gl ............ ............ ............... ............... ............... ................ ................. ...... sl ngv H
| | | | | | | | =~ 084V
I W R SO S N S A S 0.98V ||
—— 0.98V
5 : el
[} i ....... R — g ............... b i ................. i ................. gmwmmm: ...... —— 1.02V H
o : ; : ? : 5 | L e 1.04V
=) | — 108V ||
£ 1.08V
S —— 1,10V
; gl s o o e e e e et S e e o e o ot s
(0] : ; :
[75] $
=
Q (- ST T ........................................................................................................................ =
NI S J N N S o, S RS N S |
0 1 I 1 1 1 1 i 1 | 1 |
0 10 20 30 40 50 60 70 80 90 100

Temperature (Celsius)

Fig. 4.3 PTAT Pulse’s width of leakage delay cell type

Fig. 4.3 shows the PTAT pulse width under +10 % voltage variation at typical process

corner.
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Table 4.1 Compare of voltage variation on PTAT’s pulse

Temp. \PTAT | Leakage Delay Cell Delay Buffer
0°C 11.53% 26.49%
10°C 10.81% 26.03%
20°C 10.03% 26.00%
30°C 9.59% 25.79%
40°C 9.41% 25.60%
50°C 8.73% 25.22%
60°C 8.26% 24.99%
70°C 7.86% 25.08%
80°C 7 910% 24.59%
90°C _ _an 6 72/0 - m\%. 24.63%
100°C *t”"“f"-“--‘-; _.”l_6£8% P 7 24.69%

ot L oy j

L\

Table 4.1 describes the voltage; varlatlon effect on Iéakage cell type PTAT pulse width
verse delay buffer type PTAT pulse. '%rfor rayg is c&rnputed by (To.9o — T1.10)T1.00 Under
typical case. T, isthe PTAT pulse width with voltage of n V. The voltage variation’s effect

is reduced with the use of leakage cell.

4.4 Sensor Architecture
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IPTAT pulse generator
Leak Il ) )
= ;58 « > Counter > TDC » Calibration —> Temperature out
! N
100 MHz Calibration

reference clock

Fig. 4.4 Sensor architecture

The architecture of developed sensor shows in Fig. 4.4.

Start
DCO
Counter 509 X 510 X 511
IPTAT '1\ e~
Y Y ; |
Fig. 4.5 T|m|n\?d|agran1 of IPTAT pqlse generator

Y ot /
In order to achieve enough resq}%ffon, a;&yS?!ic};\%dée generator is used and composed

with a leakage cell DCO and a counter. Timing diagram of IPTAT pulse generator shows in
Fig. 2.1. Since the IPTAT pulse generator’s pulse width is much wider than other IPTAT
generator, the TDC can be designed with the use of 100 MHz reference clock directly and

minimize the inference of PVT variation on TDC circuit.

4.5 Calibration

In this chapter, we discuss various type of conversion from TDC code to temperature.
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Ambient Temperature (°C)

Fig. 4.6 Single slope calibration with 0-70 °C

In Fig. 4.6, we use two points (at 20°C, 70°C) calibration, the error shows under 10°C

within 20-70°C. Al

12.0
10.0

=¢=TT 0.9v

=i=TT 1.0v

=TT 1.1v

FF 0.9v

=ie=FF 1.0v

=@=FF 1.1v

Temperature error (°C)

et §S 0.9V

e §S 1.0V

SS1.1v

-10.0

Ambient Temperature (°C)

Fig. 4.7 Two slope calibration

In Fig. 4.7, we use three points calibration, the error shows under 10°C.
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6.0

4.0

Temperature error (°C)

=¢=TT 0.9v
=@=TT 1.0v
=TT 1.1v
=>é=FF 0.9v
=3¢=FF 1.0v
=@0=FF 1.1v
e=t==5S 0.9v

e §S 1.0V

Ambient Temperature (°C)

SS1.1v

In Fig. 4.8, we use four points calibration, the error shows under 6 °C.

Fig. 4.8 Three slope

/"/ i.i \"\

15.0

10.0

5.0

0.0 -

Temperature error (°C)

-10.0

-15.0

-20.0

Ambient Temperature (°C)

=¢=TT 0.9v
=i=TT 1.0v
=de=TT 1.1v
=>¢=FF 0.9v
==FF 1.0v
=0=FF 1.1v
e=t==SS 0.9v
=55 1.0v

SS1.1v

Fig. 4.9 Second order approximation with 0-100 °C

In Fig. 4.9, we use second order approximation with data in 0-100°C, the error shows

under 15°C.
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Fig. 4.10 Second order approximation with 0-80 °C

[

N
we use second order approximation-with! dﬁa\in 0-80°C, the error in 0-80°C shows

T e T
under 8°C. a Sy

E?-\:\f_:::’- ”—.— o \ _____:_,_:;
A li o ’ ] !
4.6 Summary > L/

| Ml |

WA

|7 . N -
The use of leakage delay cell é@a effectively fjéggpe the effect of voltage variation,
Improve the precision of thermal sensor. And this can combine the calibration method we

used in previous research.
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Chapter 5

Experimental Results

5.1 Adaptive System with Delay Monitor

) 338 1 | tx"","
d" i ae S

| pa _.mm-'zxmﬁ R _._.,,?_T_"!

1K

|
i

Fig. 5.1 Chip microphotograph

First version of delay monitor is implemented on UMC standard performance (SP )
65nm CMOS process. Fig. 5.1 shows the first version of delay monitor’s chip

microphotograph.
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Fig. 5.2 Optimal frequency

Fig. 5.2 shows the optimal frequency of the test chip under voltage variation from 0.9v

tol1.1v.

L
[

A
5.2 Delay Monitor anfd

Ereme

y \LL/ ¢

A
)

N
Temperature Sensor

Implementatio

Vo e
5.2.1 Delay Monitor and S@rt __,,empﬂei@ture on CCU SoC

Criti-core Project
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LCD | > <>
banks || 91, gz
I O (@] | >
/0 bus | [Core ]O[Core]O[Core]O[Core] <=
| > 3 |
AN /

Fig. 5.3 Criti-core reliability}én'ﬂ:QSoC systems architecture.

ll/c’
The research was supported |n parr'by the—Natloﬁals\lence Council of Taiwan, R.O.C.,

under Grant NSC98-2220-E- 194‘1013 and N‘SC99 2220 E 194 011. We design the thermal
ool _— .-"
sensor and delay monitor sensor\‘; and |r|itegrate these sensors into this project. The

architecture of Criti-core multicore S@QSystem archlf§\ture is shown in Fig. 5.3.
/i \

The final year demo of National Science Council (NSC) project is to integrate thermal
sensor and delay monitor sensor into UniRISC cores. We implement these sensors on FPGA

to evaluate the adaptive scaling multicore platform.

5.2.2 Temperature Sensor Implementations on FPGA

The implementations of thermal sensor and delay monitor sensor on FPGA came with
first problem: the EDA tools of FPGA design flow we used does logical simplify and
optimizations. During the Synthesis and Translation process, the delay line buffers will be
absorbed. So we use a primitive gate TBUF in the CLB (Configurable Logic Block) as a

basic delay unit and wrapped in a module. Xillinx ISE Design Suite provides a KEEP
-27-



constraint to keep the design hierarchy throughout the implementation flow [22]. With this

constraint applied on the delay line, the delay line will be preserved as designed hierarchy.

Thermal sensor on FPGA is shown in Fig. 5.4. The basic architecture is same as last
year demo. The delay line buffer used is updated to TBUF, and integrated to dual UniRISC
cores. The multicore with multi thermal sensor floorplanning and implementation flow was

surveyed, too.

Start ——[ Delay Line
Y ]ﬂD_ Counter Output
— code

Clk

Fig. 5.4 Thermal sensor implemented on FPGA

L
[

N
5.2.3 Delay Monitor Sens_gr-%-’r/ﬁplgm_ehtatlon on FPGA

e e PSSR W )

r

\"-. Flamgei}\}ﬁh_é Clock pi'erio}i-: -Ca}-fgration
oy »
Pul .
CLK_GLOBAL_IN se Critical Path

—»| Pulse Generator |- > .
r Replica
b .
.-"‘-

Error_latch

——»dD

D Error
5 counter [ Error_num
Pulse_out |, i ’_,

Fig. 5.5 Delay monitor used in FPGA

The FPGA version of delay monitor is shown in Fig. 5.5. Basically the architecture is
same as ASIC version in section 2.2.2, except for detail design is adapted to the

characteristic of FPGA.
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Error latch /
At better VT Atworse VT
situation situation

Fig. 5.6 Timing diagram of delay monitor

Fig. 5.6 shows timing diagram of delay monitor. Pulse Generator takes
CLK_GLOBAL_IN as clock to generate a pulse for every 8 cycle, and its width is just the
period of input clock. The generated Pulse connects to Critical Path Replica (CPR), which
adds a delay of the most critical path Ien,gffﬁ.r’KQe delay of CPR is determined by static
timing analysis after test place and :gute and it will be calibrated after bit image

downloaded to FPGA. The Errdﬁ Tatch takes Pulse eut esgclock to sample Pulse, outputs
ool _— /

wheatear the delay of CPR is exceeb‘;one ciock perrod a;/
|

1.5 _' /
Critical Path Replica

R ’>1
7

Coarse tune

Lh L Fine tune
S | H=» Pulse_out

- o L=l

\4 \4

Calibration

Fig. 5.7 Calibration circuit

Fig. 5.7 shows the detail of calibration circuit. In the implementation of calibration
circuit, coarse tune uses a primitive tri-state buffer: TBUF of Virtex-11 logic tile. On FPGA,

half of delay is contributed by the routing matrix. If we use TBUF as fine tune cell, though
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the delay of TBUF is small but net routing takes too much time to achieve enough
resolution needed. We use the primitive gate: MUXCY in fine tune circuit which is designed
for high speed carry chain. These MUXCY gates will be placed on a straight line, and
routed through dedicate paths. In the auto place and route process, the calibration circuit
must place and routed first to avoid the routing matrices being too congested. As mentioned
before, wire routing occupied great deal of propagation delay, if the wires don’t routed
uniformly, it is necessity to adjust routing manually. Table 5.1 shows the rough resolution of

calibration circuit.

Table 5.1 Resolution of delay cell used in calibration circuit

BUFT in CLB MUXCY chain

Resolution (ns) /,Za 1" 0.2

un

& L
— - -

) o - )
In the demo archltecture:..th'i::- clockf used. n FPG\A- comes from the oscillator on

s

pe—— .-._

baseboard. It is routed through s;\gerél |buffe|rs in onder to- uslng AHB in synchronous mode.
The jitter performance of CLK GHOBAL 1_1\[ |-s hot asjl good as clock generators on the
FPGA tile. If the delay of CPR is clgs‘gq to Lhepe_nq%f CLK_GLOBAL_IN, Error_Latch
starts to alternated between logic 1 and 0. We designed a counter to count the times

Error_latch being logic O(that is delay of CPR exceeds period) in a specific window.

5.2.4 Sensors Integration
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Fig. 5.8 Architecture used in project demo.

Fig. 5.8 shows the designed architecture used in Criti-core project demo. Two
UniRISC core are implemented on FPGA. One delay monitor sensor for the whole FPGA
and each cores are attached by thermal SETQOI‘. Sensors are connected by Advanced

I H
Microcontroller Bus Architecture (AI\/_IEA) [2':%]. Tﬁg t@orplanning of cores and sensors is

r— --'/ s T b \H'"
shown in Fig. 5.9. AT geupER. 4
[ ver:
=
Corel
Core 2
: Thermal
= = | Sensor 1
v :‘I
p—

Fig. 5.9 Cores and sensors floorplanning, identified by color.

The clock used on FPGA came from an oscillator of baseboard. This clock source is an
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ICS307 serially programmable clock generator [24]. The output frequency can be
configured by setting a system register OSCO. The clock generator is configured by three

parameters:
® VCO Divider Word (VDW) =4to 511
® Reference Divider Word (RDW) =1 to 127

® Output Divider (OD) =2 to 10

(VDW +8)
(RDW +2)(OD)

Output Frequency (MHz) = 24 % 2 (Eq.5.1)

Calculation of output of the clock source can be expressed as (Eg. 5.1). Because the
UniRISC core doesn’t support for dynamic:jlpck scaling, the clock is scaled under no

I H
protection. RDW and OD is fixed to g;fﬁnd 1_b reshquively, therefore output frequency is

- _.--'/f _.r'?. ..----.::;E'-.\ \"‘ﬂ-._ -
determined by VDW. VDW wiiﬁbe:ghang'eg'_—_'rn_sirtgle iQCfeflifient, and waiting for 10ms for
: ool i
clock locking. SRS
g . Wl _{/

3 L - [}
I S I

Since FPGA is synchronous to AI;:iB host clock\\lock control must be configured by
~t/ =
ARM baseboard. And in order to speed up the development cycle, delay monitor’s

information will sent to ARM baseboard, then adaptive clock control is done by ARM.

5.2.5 Sensor Calibration

Each thermal sensor is calibrated separately with two-point calibration.
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Download Image to FPGA

\ 4

Choose a Max Speed at room
temperature such that two
cores works functionally

correct
Enlarge CPR Shrink CPR
A\ 4
<:/O Read Error_num 25§

0< err_num <2§V
—

Y N
4 N
S _"Callbratlon done ] Y.
e - .

Iflg 5:10 CPRFeallbratten ﬂevy,
b o - .-"
Calibration flow of CPR is |Ttustnated‘as Flg 5 1q ” After the image downloaded to

FPGA, adjust the working frequency te,f select the m‘\e{ speed such that the two cores can
U =
work correctly. This clock period is just the rlght Ieng that CPR needs to calibrate to. At

the same environment condition, tune the calibration bit to enlarge or shrink CPR delay to

appropriate length according to Error_num reported by delay monitor sensor.

5.2.6 Criti-Core Project Demo
Demo environment:
® RealView Platform Baseboard for ARM926EJ-S + Versatile/LT-XC2V8000
® FLUKE 54 Il Thermometer

® Samsung 17” SyncMaster LCD
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® TATUNG THD-90J hair dryer

® AXD Debugger for ARM Developer Suite 1.2

D

i

........

‘Fig:-5.12 Demo environ méﬁi;?'
oL i
The demo environment is set asin Fig. 511:_Dévelop“r?1ent board loads a JPEG decoder
I L W ]

to UniRISC on FPGA. The decodedk'j)q}agesxdre' outpi t<'3f VGA interface of baseboard. The
e N\

sensed temperature and delay information is shown ‘on ARM AXD Debuggler. Thermal
meter’s probes are attached to surface of FPGA chip. Thermal use to check precision of

thermal sensor and make sure the FPGA won’t be over heated during the demo.
We demo the following two scenarios:

1. Without adaptive clock control, cores are run at max speed of 35 MHz, then
heating the FPGA by the hair dryer. When the FPGA’s temperature rose to 60 °C,

decode core 2 starts to show a broken image.
2. With adaptive clock control, cores speed is determined by delay monitor.

Fig. 5.12 shows the adaptive clock control flow of the demo. With the adaptive clock
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control, cores can ran at higher speed than excepted when temperature is low. When
temperature rose, adaptive clock control slows down the core clock, the two cores are works

correctly.

System Boot
Load Calibration
information

v

Load instructions

v

Executing and
suffering from VT
variation

A

ol
Y

err_num = 255 err_num=20
Speed u
Slow down Read Monitor: P P
Error counter

< q.,\\%.- }

ErmT e -_;'_','-;1
4

L i

\? -0 <err ndm <255

' ' L k
H L oc

Fig. 5. IZ/JAdaptlvé -cloc \Qntrol
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Chapter 6
System Verification with SVA

6.1 Introduction

In large scale system design, there are many function blocks,
synchronous/asynchronous buses and IPs combined together. The increasing complexity

made verification as a huge challenge. [25]

n'L 1
Due to the nature of Verilog Ianguage/iti‘s"‘@rd to check the complex timing relation
/ i Y

| -

between signals. il ST e

2 9

e e ey

In this section, we will intro}gce ah:j_éke}rhple-qf':SVA ap’rp;lication on a MPEG-2 decoder
\\? \ - - _ ,.*'. ___/
IP. This IP is inserted with SVA che'{:ker and-navigate With Novas Verdi Property Tool and

6.2 MPEG-2 Decoder IP

Novas nWave.
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Fig. 6.1 shows the block dlagrém of the‘MPEG 2 IP\dsed in this chapter. The MPEG-2
IP support various MPEG-2 decodlng a,nd AMBA Arl\‘:Qngh Performance Bus (AHB), it is
Ve

composed with bitstream analyzer (BA), texture decoder (TD), reusable data manager

(RDM), motion compensation (MC).

6.3 SVA for Inverse Discrete Cosine Transform
(IDCT)

Inverse discrete cosine transform is an important module in MPEG-2 decoder, it is
considered to be the most effective transform coding technique in practice for image and
video compression. Using this technique, blocks of video data are converted into the

transform domain for more efficient data compression.

The 8x8 IDCT is defined in (Eq. 6.1):
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7

1\ <« 2+ 1) u 2j + 1)
z (i, §) = (Z) Z C(u) C(v) X (u,v) cos (%) cos (%)
0

u=0 v=

where x (i,7),u,v =0,1,..., 7 is the pixel value

X (u,v),u,v=0.1,.... 7 is the transformed coefficient

7 for u,1 0

Eqg. 6.1
1 foru,v>1 (Eq.6.1)

2-Diminational IDCT can be simplify by applying 1D IDCT along the rows and then
along the columns (or vice versa). This module is using this technique to perform 2D IDCT

with a 64 entries transpose memory. The block diagram of 2D IDCT module shows in Fig.

6.2. /; X
,,,,,,,,,,,, Jf’___lj__\:\jl,,,,,,,,,,,,,,,,,W
( w’ 2D IDCT |
| 1 |, Transpose .o | 1D | — Dataout
| IDCT Memory IDCT |

) Ty
Fig. 6.2 Thlﬁng ID-E’,'T?decc&{Iadiagram

The SVA checker is added on 1D IDCT, transpose memory and the whole 2D IDCT
module. With SVA, the 2D IDCT can be implementing and check easily. In this example we
also inserted a bug in the transpose memory, therefore the 2D IDCT checker will be fail, the
1D IDCT checker remains success and the transpose memory’s checker shows failure. Then
we knows the bug is occurs in transpose memory. Fig. 6.3 shows the executing of 2D IDCT
checker, the waveform indicate that an error occurred because the outputted answer is differ

from golden answer which is generated by SVA.
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Fig. 6.3 Navigate the:SVA checker with Verdi

e,

6.4 SVA for MPEG:2 Decoder 1P

In this section, we focus the point on the interface between modules. We will insert the

checker on the interface of BA-TD and TD-MC.

The bitstream decoder (BA) contains a run-level decoder and FIFO to bridge texture

decoder (TD). The run-level encoding is a technique to use shorter set of bits to represent

consecutive zeros. Fig. 6.4 shows an example of run-level encoding, and decoding is the

reverse of encoding procedure.
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Fig. 6.4 An example of run-level encoding.

The interface between TD and MC is a 256-entry FIFO, this FIFO will be inserted with

SVA.

Message] P.nalyzer]

—

func_data_out_chk: assert property(
+

1182195
2 @iposedge clk) Crreg |[—» (f = data_outl]
1 3
3 L ol
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3

gold_data_out[11:0]

data out[11:0]
|

Fig. 6.5 Waveform of assertion data_out_chk

Fig. 6.5 shows a success assertion of run-level decoder and its waveform.
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Fig. 6.6 Assertions statistics

Fig. 6.6 shows the all 13 assertions are passed.
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Chapter 7

Conclusions and Future Work

In the thesis, we have proposed a design of adaptive system. Include two types of
monitor sensors, clock controller and the microprocessor. With the first delay monitor, a
simple delay monitor is used. It is suited for a small design. The second one is low cost
error detection circuits. Hspice level simulation has been proved work. Furthermore, it
doesn’t need for duty-cycle controller. CIocijiEter introduced by duty-cycle controller has

[

been reduced. A '_,-

-—-"/#- | i .-"--."-, . -
An improved thermal sené'\f:);r.:j_s.,. pr/op'o;c;'gd._\Hspige _si_mfgiation shows instead of using

delay buffer, the use of leakage d‘glayI c=:e_ll [have k_)l__eegnE redﬂcing the error from 25.79% to

. N . |

9.59% with £10% ofvoltagevariati(ljp. el
| /4 !

{,-’_)"’-"’__ ____,-'\\___ : n '\_I's

There are some works need to be done in the futuFe:

First, the delay monitor is not taking care on the difference of wire delay. It can’t
monitor on long wire delay since the delay characteristic of wire is different from logic
gates. Additional, it is important as fabrication process scales to sub-micron, ratio of wire

delay becomes negligible.

Second, the low cost error detection circuit is composed with standard cell, though it
has higher portability, but use of standard cell is limited to logic gate level, a full custom

design should have a smaller size of detector and more flexibility design.

In the microprocessor, the implemented one is a simple 5 pipeline stage system, a
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much smaller design relative others. The difference of wire delay verses logic gates can’t be
observed. For the long term research, it is better way to use existed open source processor,
for example: LEON3 SPARC V8 Processor core[26]. With these existed open source SoC
system, most tools have been prepared, includes of GCC cross compiler for LEON3,
advanced high performance bus, JTAG controller. Let us can focus on the sensor

development.

From the above of view, there are many works and research to be done.
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