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摘要 

近年來，隨著智慧型手機、無線感測網路等行動裝置的發展，以及使用生

理訊號紀錄晶片的生醫電子應用逐漸地被開發，由電池供電(Battery-Powered)

的系統已經是越來越普遍。  

動態電壓與工作頻率調整(Dynamic Voltage and Frequency Scaling, DVFS)

技術，為目前已經被廣泛應用在 SoC 的電源管理上，以降低動態功率消耗的

成熟技術。當電路工作電壓(Supply Voltage)降低時，其所消耗之動態功率消耗

也隨之降低，因此降低工作電壓為降低系統功率消耗最有效率的手段。 

然而工作電壓降低，也伴隨著電路速度變慢與易受到製程飄移、電壓飄移

與溫度飄移(PVT Variations)的缺點，因此一般而言，超低電壓(Ultra-Low Voltage, 

ULV) 多用於資料傳輸率較低的應用在系統晶片裡，常常有多組 PLLs/DLLs，

提供不同速度的 I/O 界面的工作時脈。因為傳統 PLL/DLL 通常鎖定時間都很

長，因此導致 PLL/DLL 不常關閉，也因此當系統待命時，一直在運作的

PLL/DLL 的功率消耗就變成 SoC 待機(Standby)功率消耗的主要來源。 

因此，在本論文中，我們提出一適用於 DVFS 下的低電壓、低耗能、快速

鎖定之全數位鎖相迴路，以降低 SoC 中的關鍵模組: PLL/DLL 的工作電壓並

降低其功率消耗，是本設計主要的目的與貢獻。 

本論文所提出之全數位鎖相迴路以 90奈米標準 CMOS 製程實現，並驗證

所提出的電路架構。 

 

 

 

 

關鍵字：動態電壓與工作頻率調整、全數位鎖相迴路、低耗能、快速鎖定 



 

 - VI - 

Abstract 

In recent years, biomedical electronic applications, such as biological signal 

monitoring devices, implantable medical devices, and wireless body sensors 

become more and more popular now. In these battery-powered systems, low energy 

is a primary concern to increase the system operating time. Therefore, power 

management is an important issue for designing these devices.  

Dynamic voltage and frequency scaling (DVFS) serves an effective means to 

reduce the dynamic power consumption of the system. Moreover, the duty-cycle 

control of the power switch can further reduce the standby power consumption of 

the system. 

However, since reducing the supply voltage, circuit will be slowed down, and 

become sensitive to the PVT Variations. Thus, the ultra-low voltage is usually 

adopted in the low frequency applications. There are many PLLs / DLLs provide the 

clock of I/O interface. Traditionally, PLL / DLL usually has long lock-in time. Thus, 

they can’t be turned off for reducing the standby power consumption. When the 

system is switched to the sleeping mode, the continuous operating PLLs often 

dominate the standby power consumption of the system.  

Therefore, in this thesis, we propose a fast lock-in ADPLL with low power 

consumption for supporting DVFS scheme. 

In addition, the test chip is implemented and verified in 90nm CMOS process with 

standard cells. 

 

Keywords：Dynamic Voltage and Frequency Scaling (DVFS), All-Digital 

Phase-Locked Loop (ADPLL), Low Power, Fast Lock-in 
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Chapter 1 

Introduction 

1.1 Motivation 

In recent years, biomedical electronic applications, such as biological signal 

monitoring devices, wireless body sensors [1] [2], and implantable medical devices 

[3]-[6], become more and more popular now. In these battery-powered systems, low 

energy is a primary concern to increase the system operating time. Therefore, power 

management is an important issue for designing these devices.  

Dynamic voltage and frequency scaling (DVFS) serves an effective means to 

reduce the dynamic power consumption of the system. Moreover, the duty-cycle 

control of the power switch can further reduce the standby power consumption of the 

system. 

In the system-on-a-chip (SoC), there are several phase-locked loops (PLLs) and 

delay-locked loops (DLLs) to provide different clock sources for different modules. 

However, conventional analog charge-pump based phase-locked loops (CP-PLLs) 

often take a long lock-in time. Thus, they are not possible to be turned off for 

reducing the standby power consumption. When the system is switched to the 

sleeping mode, the continuous operating PLLs often dominate the standby power 

consumption of the system.  

As a result, the PLLs which can both operate at a low voltage and have a fast 

lock-in time are demanded in these applications. 
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1.2 Dynamic Voltage and Frequency Scaling 

Dynamic voltage and frequency scaling (DVFS) is a mature technology, it has 

already been widely used in power management on the SoC for saving the dynamic 

power consumption. Dynamic power consumption occupies approximately 80%-90% 

of the whole power consumption. Therefore, how to reduce dynamic power 

consumption is a critical issue [7]. 

                       (1.1)   

As the (1.1), Pdynamic is the dynamic power consumption,   is the activity factor, 

i.e., the switching activities, C is the switched capacitance, Vdd is the supply voltage, 

and f is the clock frequency. While the supply voltage of circuit is reduced, the 

dynamic power consumption will be reduced in quadraticlly. Therefore, the most 

efficient means to reduce the power consumption of system is to decrease the supply 

voltage. 

 

Fig. 1.1: Ultra-Low Supply Voltage Receiver Block Diagram [11] 

Currently, there are many related research papers published [8]-[11]. Fig.1.1 

shows the block diagram of a 0.55V IR-UWB Baseband Processor system [11]. We 

can see that the digital baseband already reduces the supply voltage to 0.55V by the 

parallel architecture and the sub-threshold circuit technology. However, we also 

observed that some block circuits such as a low noise amplifier (LNA), a signal mixer, 
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an analog-to-digital converter (ADC) and a DLL-based multi-phase clock generator 

which can’t reduce the supply voltage with the voltage scaling. 

If the supply voltage of PLLs / DLLs can be also adjusted to the lower voltage 

with voltage scaling, it can eliminate an additional voltage source. In addition, it can 

also reduce the power network routing complexity. 

 

1.3 Design Challenges in Conventional 

PLLs 

 

Fig. 1.2: Architecture of Charge-Pump Based PLL [12] 

There are some conventional approaches [3], [12]-[19] proposed to implement 

the low supply voltage PLLs / DLLs. Fig. 1.2 shows the charge-pump based 

architecture. When the operating voltage is reduced close to the threshold voltage (Vt), 

drive current (Id) of transistor will rapidly dropped. Thus, most of the low supply 

voltage charge-pump based PLLs / DLLs often use the forward body bias (FBB) and 

reverse short channel effect (RSCE) technologies for decreasing the threshold voltage, 



 

 - 4 - 

and then suit to a low supply voltage circuit design. 

  

Fig. 1.3: Forward Body Bias Technology [14] 

Fig. 1.3 shows the forward body bias technology. When the forward bias on the 

body of the PMOS transistor, the threshold voltage (Vt) will decrease. Thus it can 

increase the driving current at a low supply voltage. However, the forward body bias 

technology will increase the leakage current, and also increases the static power. As a 

result, most of the PLLs / DLLs which use the FBB technology, they will implement 

their design in a process with less leakage problems, such as 0.25μm [13]-[15] or 

0.13μm [3] [16] [17], or just use the silicon on insulator (SOI) process [19] to 

implement the low supply voltage design. 

There are some PLLs / DLLs using 90nm process to achieve low-voltage design 

[12] [18]. However, they use the bulk driven. By biasing the portion of the bodies of 

transistors, and not all of the transistors are forward biased. However, if only a portion 

of the transistors used FBB technology, that it needs to considerate the body noise 

problems. As mentioned in [3], that the deep N-well must be added to separate the 

biasing transistors out of the other transistors. As shown in Fig. 1.4 shows, it shows 

that the triple-well processes must be used to fabricate this transistor instead of using 

the typical twin-well CMOS process. Thus it will lead to the increasing of the design 
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cost. 

 

Fig 1.4: Cross-Section View of the Dynamic Threshold Voltage CMOS [3] 

Reverse short channel effect (RSCE) [20] technology is usually used in the low 

supply voltage circuit design. Fig 1.5 illustrates the RSCE. In the advance CMOS 

process, for preventing drain induced barrier lowering (DIBL) phenomenon and the 

body punch-through, halo doping is used to implant in the junction between body and 

source, and the junction between body and drain in the transistor. 

 

Fig 1.5: Cross-Section View of Surface Doping Across the Channel [20] 

However, the halo doping will bring an effect that making the doping density 

increasing at the short channel, and the threshold voltage increase as the doping 
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density. Thus that, if the channel length is increased, the larger distance between the 

halo doping regions will decrease the doping density of the channel. Then the 

threshold voltage will decrease as the doping density. 

After the threshold voltage is decreased, the transition time of the transistor will 

be decreased. However, the RSCE technology will increase the area of the transistor 

since the length of the transistor is increased. In [20], in 0.13μm process, when the 

transistor length is stretched to over quadruple size, the threshold voltage can’t be 

decreased significantly. As the result, in 0.13μm process, the cost of area may not get 

enough benefit in the circuit speed. 

As the above discussion, in the published papers, there are no low-cost, 

low-voltage charge-pump based PLL/DLL in 90nm CMOS process. There are several 

main reasons: 

1. The leakage power problem become serious in 90nm CMOS process, it is 

hard to use the FBB technology for the charge-pump based PLL/DLL 

working at the low supply voltage. Even if the circuit can be realized, it 

needs to implement with the triple-well process [3], and may increase the 

cost of chip fabrication. Moreover, the charge-pump circuit design is very 

limited circuit architecture due to the low supply voltage. Therefore, 

charge-pump circuit is difficult to ignore the static power consumption. For 

instance, the static power is 35μW in [12]. When the temperature is increased 

from room temperature to 100°C, that will increase an order of the static 

power consumption. Then the control voltage ripple making frequency 

migration problem will become more serious. 

2. At low supply voltage, the KVCO of the voltage-controlled oscillator (VCO) 

will become very large due to the restricted voltage headroom. Traditionally, 

the reasonable range of the KVCO is about 50MHz / V ~ 100MHz / V. 
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However, in the 0.6V 2.4GHz PLL [15], the KVCO is 400MHz / V, and in the 

0.5V 1.3GHz VCO [13] KVCO achieves to 2.35GHz/V. The large KVCO will 

make the poor tolerance to the control voltage ripples, which means the VCO 

output frequency is very sensitive to the little noise on the control voltage. 

Therefore, the current PLLs / DLLs [3] [12] [18] use multi-band technology 

for reducing the KVCO by selecting the segmented frequency bands mutually 

as shown in Fig 1.6. The multi band selection in 0.5V 2.4GHz PLL [12], it is 

selected according to the user’s demand, by the input digital control pins. 

Besides, there are automatic searching frequency band methods, however, 

since it needs to search the frequency band in sequentially, the lock-in time 

will become more longer. 

 

Fig 1.6: Multi-Band Selection Illustration [18] 

3. In addition, with the DVFS scheme, the supply voltage is not only at the 

low-voltage(≦0.5 V), but also needs to switch to the nominal-voltage (1.0V). 

However, in the VCO of charge-pump based PLLs / DLLs adopting the 

multi-band technology for increasing the controllable frequency range, the 

band selection pattern is fixed at the low-voltage. While the supply voltage is 
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scaled back to the nominal-voltage, the multi-band selector will not build 

continuous tuning range in the same band selection pattern. 

1.4 Conventional Fast Lock-In Methods 

Survey 

Besides the low-voltage issue, fast lock-in method is also indispensable. 

All-digital phase-locked loops (ADPLLs) [22]-[29] usually achieve a relatively fast 

lock-in time than the CP-PLLs, and they can be easily integrated with other digital 

circuits. Therefore, ADPLL is suitable for biomedical electronic applications.  

However, how to overcome the low-voltage design challenges with voltage 

scaling is a critical issue to conventional ADPLLs. In the following section, we will 

discuss these issues.  

1.4.1 Binary Search Algorithm 

ControllerPFD DCO

up

down

Frequency
Divider

OUT_CLK
REF_CLK

DIV_CLK

DCO_code

 Fig 1.7: Architecture of Traditional Binary Search Algorithm ADPLL 

Traditional binary search scheme [21] is widely used to search for the target 

frequency and then reducing the lock-in time of the ADPLLs. As shown in Fig. 1.7, 

the binary search controller sends the control code (DCO_code) of the digital 

controlled oscillator (DCO) to adjust the output frequency (OUT_CLK). According 

to the lead or lag information between the reference clock (REF_CLK) and the 

divided feedback clock (DIV_CLK), the controller can control the DCO and achieves 
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lock. 

Time
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Min. Frequency

Mid. Frequency

  Target Frequency
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up

down

up

down down

up

 

Fig 1.8: The Traditional Binary Search Algorithm Process 

Fig. 1.8 illustrates the frequency searching process. The DCO_code is set to 

middle frequency in the beginning. Then, when the frequency of DIV_CLK is lower 

than the frequency of REF_CLK, the binary search controller will add the tuning step 

to the DCO_code for increasing the frequency of DIV_CLK. Oppositely, when the 

frequency of DIV_CLK is higher than the frequency of REF_CLK, the binary search 

controller will subtract the tuning step to the DCO_code for decreasing the frequency 

of DIV_CLK. In addition, whenever the output of PFD changes from lead to lag or 

vice versa, the tuning step of DCO_code is divided by 2. After the tuning step reduced 

to 1, the frequency searching is finished. 

Moreover, in [22], it optimizes the traditional binary search algorithm as a 

modify binary search algorithm. As shown in Fig. 1.9, whenever the output of PFD 

changes from lead to lag or vice versa, the DCO_code will jump to the intermediate 

between last change DCO code and the current. Thereby, it can furthermore reduce 

the lock-in time. 
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jump

Time

Max. Frequency

Min. Frequency

Mid. Frequency

  Target Frequency

D
C

O
_c

od
e

Modify Binary Search Controller

up

down

up

down down

up

 

Fig 1.9: The Modify Binary Search Algorithm Process 

Besides, the Gear-shifting search algorithm is proposed in [24], Fig. 1.10 shows 

the Gear-shifting search process. Whenever the output of PFD is consecutive leading 

or laging for several cycles, the DCO_code in the proportional path is calculated by 

multiplying by proportional constant. Besides, while the output of PFD changes from 

lead to lag or vice versa, the DCO_code will jump to the value calculated by the 

integral path.  

jump

Time

Max. Frequency

Min. Frequency

Mid. Frequency

  Target Frequency

D
C

O
_c

od
e

Gear-Shifting Search Controller

up

down
down

down
down

up up up up

Integral  Path

Propotional  Path

 

Fig 1.10: The Gear-Shifting Search Algorithm Process 

The Gear-shifting algorithm can further enhance the frequency searching ability. 

However, the proportional constant and integral constant are custom for suiting 

certain situations. Therefore, while the DVFS manager scale down the supply voltage, 

the intrinsic delay of delay cell will be changed, and the set of the constants, will be 
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different at the situation with the low supply voltage. Thus that, it is not suiting for the 

voltage scaling with DVFS scheme. 

Binary search algorithm is a convenient method and easy to be implemented. 

However, due to the searching accuracy is determined by the dead-zone of PFD at the 

low supply voltage, the larger detectable reset pulse width of D-type flip flop (DFF) 

will become larger. In other words, the detect ability of PFD will become poor. That 

may cause the binary search algorithm can’t lock to the proper target frequency. 

 

1.4.2 SAR Frequency Search Algorithm 

In order to improve the lock-in speed, the successive approximation register 

(SAR) algorithm is used in the DLLs for reducing the lock-in time. For a n-bits 

SAR-controlled DLL [25], as shown in Fig. 1.11. It only needs n clock cycles to find 

the optimal delay of delay line and then achieve the lock-in. 

REF_CLK OUT_CLK

n-bits SAR Controller

Phase Dector

Delay
Cell
x1

Delay
Cell
x2

leadlag

Delay
Cell

x 2^n

Binary-Weighted Delay Line

LSB MSB

 

Fig 1.11: The Successive Approximation Register (SAR) DLL 

An example of 3-bits SAR search algorithm is shown in Fig. 1.12. In the 

beginning (#1), the most significant bit (MSB) of SAR control code is set to 1. 

Then, the phase detector (PD) will detect the phase between REF_CLK and 
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OUT_CLK. If the result is lead, it represents the phase of OUT_CLK is leading 

to the phase of REF_CLK, thus the optimal delay can be achieved by setting “0” 

to the MSB of SAR control code. Then, at #2, the MSB of SAR control code is 

set to 0, and the second bit of SAR control code is set to 1. After SAR controller 

repeats the above action until all the bits of SAR control code are detected, at #3, 

the optimal delay of delay line is found. As the result, 3-bits SAR control code is 

found after three clock cycles, and achieve the phase lock-in. 

Start

100
lead

010

011

010 011

001

000 001

110

111

110 111

101

100 101

lag

lead

lead

lead

lead

lag

lagleadlag laglag lead

lag

#3

#2

#1

 Fig 1.12: Flowchart of 3-Bits SAR Search Algorithm 

However, the accuracy of SAR search algorithm depend on the 

binary-weighted delay line. It is need to ensure the multiple with each cell delay 

time is really doubled. While the DVFS manager scales down the supply voltage, 

even though the binary-weighted delay line kept as multiple in different delay 

cell at a nominal-voltage. In the other supply voltage, it is hard to design the 

binary-weighted delay line. Thus the SAR search algorithm is not suitable for 

DFVS scheme.  
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1.4.3 TDC Based Fast Lock-in Method 

For fast lock-in methods [26], time-to-digital converter (TDC) is used to 

quickly calculate the nearest control code for the DCO to produce the desired 

frequency. TDC can convert the period information of the reference clock into 

the multiples of the delay time of the delay cell. Hence, the controller can use the 

period information to adjust the DCO to produce target frequency very quickly.  

REF_CLK

OUT_CLK

Delay
Cell

Delay
Cell

Delay
Cell

Path Selector

Time-to-Digital Converter

D
igital P

rocessor

M

Digital Controlled Oscillator

 Fig 1.13: TDC-Based Fast Lock-In Architecture 

As shown in Fig. 1.13, the delay cell ring begins to oscillate while the first 

REF_CLK triggered. Then, the OUT_CLK of delay cell ring triggers the digital 

processor to count up until the second rising edge of REF_CLK. Finally, the 

period information of REF_CLK is obtained. According to the period 

information, the digital processor sends the optimal control code to the path 

selector for adjusting the DCO to produce target frequency. 

In [26], the TDC-based fast lock-in method only takes 7 clock cycles to 

achieve frequency and phase lock-in. However, in order to avoid the bit number 

of counter in digital processor being too large, the delay time of delay cell ring is 

set to be longer. As a result, the resolution of DCO becomes very poor (170ps). 

This situation will become further serious in the low supply voltage. Thus the 

TDC-based fast lock-in method is not suitable with DVFS scheme. 
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1.4.4 Flying Adder Fast Frequency Synthesizer 
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Fig 1.14: FA-Based Frequency Synthesizer Architecture 

Flying adder (FA) is proposed in [27] [28]. The FA-based frequency synthesizer 

uses a set of multi-phase signals to compose a desired frequency, and achieve fast 

frequency lock-in. As shown in Fig. 1.14, the pre-locked PLL locked at first, then the 

locked-clock is passed to the delay chain, the delay chain is built by a series of delay 

cells. It can produce the multi-phase locked-clock to compose the desired frequency. 

For an example, the delay disparity between each multi-phase is the resolution of 

FA, it is equal to the propagation delay of the delay cell on delay chain. In [28], the 

resolution is 0.2625ns. If the FA needs to produce a 380MHz clock, the period of this 

clock is 2.625ns and is equal to 10 times of the resolution, thus the FA chooses the 1
st
 

multi-phase and the 10
th

 multi-phase. By trigged the rising edges of two chosen 

multi-phase, FA can generate the desired frequency. 

However, frequency synthesizer is an open loop clock generator. Hence, the 

pre-locked PLL circuit can’t be shut down. Due to the output frequency is synthesized 

by composing the multi-phase from the pre-locking PLL. If the circuit restarts, the 

frequency synthesizer needs to wait a long time for the PLL re-locked. Thus that, the 

FA-based frequency synthesizer is not suitable with DVFS scheme. 
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1.4.5 Frequency Estimation Algorithm 

Frequency estimation algorithm (FEA) is proposed in [29]. It utilizes the linear 

characteristics of three DCOs’ output period and fractional factor to calculate the 

desired DCO control code. Then, it can achieve fast lock-in time. 

The architecture of FEA-based ADPLL is shown in Fig. 1.15. Part (a) is the fast 

lock-in block. That includes two inner DCOs, two frequency counters, and a DCO 

parameter calculator. When the system is reset, the inner DCOH is set to generate the 

fastest frequency, and the inner DCOL is set to generate the slowest frequency. At the 

same time, there are two period ratio parameters obtained by using the two frequency 

counter to quantize the fastest frequency and slowest frequency by the reference clock, 

respectively. Finally, by the DCO parameter calculator, the linear period curve of 

output frequency is built, and the DCO code for the desired frequency can be 

calculated, and sent to the outer DCO in part (b). 

 

Fig 1.15: FEA-Based Frequency Synthesizer Architecture [29] 

This method not only achieves fast lock-in time but also has the PVT variations 

tolerance. Since the period ratio parameters obtained from the linear frequency curve 

varies with the PVT variations.  
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However, the frequency estimation algorithm needs a fine resolution and a high 

linearity DCO with monotonic response. Moreover, the ADPLL [29] requires a large 

frequency multiplication ratio to reduce the quantization effect of the frequency 

counter. Otherwise, the target DCO control code calculated by the proposed equation 

will still have a large frequency error after two clock cycles. 

In addition, the ADPLL [29] uses a frequency counter to obtain the require cycle 

count information. Thus, the cycle time ratios between the reference clock and the 

DCO are integer numbers which cause considerable calculation errors in the equation. 

Moreover, the proposed tri-state inverter-based DCO does not have a fine-tuning stage, 

besides, the linear characteristics of the output frequency curve is very poor. The 

differential non-linearity (DNL) of this DCO is shown in Fig. 1.16. As the result, the 

DNL is larger than one LSB, it represents the output clock of DCO doesn’t have a 

good linearity characteristics. Thus, it cannot achieve the wide-range operation. 

 

Fig 1.16: The measured DNL of DCO [29] 

Besides, it needs three DCOs to implement the FEA [29], the period curves in 

these three DCOs are not easy to be kept the same. It also brings the calculation error 

for the FEA due to the on-chip variations. As the result, the frequency range of the 

DCO is very limited. Thus, it is not suitable for biomedical electronic applications 

with DVFS scheme. 
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1.5 Summary 

In the above low-voltage and fast lock PLL architectures, they are not suitable 

for biomedical electronic applications with DVFS scheme. Therefore, in this thesis, 

we propose an FEA-based ADPLL for battery-powered devices with DVFS scheme. 

The proposed ADPLL can work and achieve fast lock-in at nominal supply voltage 

(1.0V) and low supply voltage (0.5V). 

The proposed frequency estimation algorithm with an embedded cyclic TDC can 

quickly calculate the target DCO control code with a high precision. Thus, the 

proposed ADPLL can achieve fast lock-in time in four clock cycles. 

We adopt the FEA-based architecture and implement the proposed ADPLL in 

cell-based design flow. Although the transition time and the propagation delay of the 

logic gates are increased with a low supply voltage. Most logic gates of the standard 

cell library can still work correctly at a low supply voltage. However, the sequential 

elements (i.e. D-type flip-flops, DFFs) often have unacceptable setup time and hold 

time margins and have a large clock-to-Q delay at a low supply voltage. In the 

ADPLL, the DFFs of the frequency divider will operate at the maximum frequency of 

the DCO. As a result, a smaller clock-to-Q delay with narrower setup time and hold 

time margins are needed for design the DFFs.  

In addition, the DFFs of the TDC also require a narrower time margin for 

reducing the sample error. The DFFs of the phase and frequency detector (PFD) also 

needs a smaller time margins for reducing the dead zone. As a result, the design of the 

DFFs at a low supply voltage is very important. The FBB technique with a true single 

phase clock (TSPC) DFF [30] or the pulse-latch DFF [31] can help to build up the 

DFF for the low-voltage ADPLL. 
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1.6 Thesis Organization 

In this paper, the rest of the paper is organized as follows. Chapter 2 presents the 

proposed ADPLL architecture and the proposed frequency estimation algorithm. 

Chapter 3 discusses the circuit implementation, include the monotonic DCO, an cyclic 

TDC embedded DCO, the pulse latch DFF (PLDFF), the PFD and the frequency 

divider with PLDFF. Chapter 4, measurement and simulation results of the proposed 

ADPLL are discussed. Finally, in Chapter 5, we make a conclusion of this thesis and 

describe the further works about several design issues which can be extended in the 

further. 
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Chapter 2 

All-Digital Phase-Locked Loop for 

Dynamic Voltage and Frequency 

Scaling 

2.1 The Proposed Fast-Locked ADPLL 

Overview 
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Cyclic TDC

DCO_code

avg_code 11

Fig. 2.1: The Block diagram of the Proposed ADPLL 

The block diagram of the proposed ADPLL is shown in Fig. 2.1. The ADPLL is 

composed of a phase and frequency detector (PFD), an ADPLL controller with a 
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digital loop filter (DLF), a frequency finder (FF), a monotonic low-power cyclic 

TDC-embedded DCO, and a frequency divider. 

After system is reset, the PFD and the frequency divider are stopped waiting for 

the frequency finder to calculate the initial DCO control code (init_code) for the 

ADPLL controller. We adopt a similar FEA-based fast lock-in method to produce the 

desired DCO control code. However, in [29], there are many drawbacks needed to be 

overcome. Such as the resolution and linear characteristic of DCO are very poor, and 

a quantization error by using the frequency counter to obtain the period ratio 

parameters. Besides, the transition time and the propagation delay of the sequential 

elements will be increased with a lower supply voltage. 

Therefore, we propose a monotonic DCO embedded cyclic-TDC to solve the 

problem of the resolution and linear characteristic of DCO, and reducing the 

quantization error of the period ratio parameters. Besides, the DCO adopt the 

interpolator-based fine-tuning stage, it keeps the monotonic response when the DCO 

control code switches cross over different coarse-tuning control codes either at 0.5V 

and 1.0V. In addition, the fine-tuning stage can always provide a total delay tuning 

range equal to one coarse-tuning resolution under process, voltage, and temperature 

(PVT) variations. 

Moreover, we adopt the pulse latch DFFs (PLDFFs) to replace the DFFs of the 

standard cell library. It can improve the setup time, hold time, and clock-to-Q delay of 

the DFFs at a low supply voltage.  

Then, the PFD and the frequency divider are enabled. The proposed ADPLL can 

achieve fast lock-in in four clock cycles. Subsequently, the ADPLL controller updates 

the DCO control code (DCO_code) according to the PFD’s output to keep tracking 

the phase and frequency of the reference clock.  

Since the frequency divider operates at the maximum frequency of the DCO, a 
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smaller clock-to-Q delay of the PLDFF is necessary. In addition, the PLDFF is used in 

the embedded cyclic TDC and the PFD. The PLDFFs of the TDC require a narrower 

time margins for reducing the quantization error. Besides, the PLDFFs of the PFD 

also need to have a smaller time margins for reducing the dead zone. As a result, the 

design of the PLDFFs at a low supply voltage is very important. 

Finally, the digital loop filter [22] is applied to produce the baseline DCO control 

code (avg_code) for reducing the reference clock jitter effects. 

2.2 The Proposed Frequency Estimation 

Algorithm 

REF_CLK

OUT_CLK

Enable_DCO

 RESET        R_MIN         R_MAX          PIPE_1         PIPE_2 MANTENANCE

RST_B

State

DCO_code 0 0 2047 0 init_code

Enable_DIV

DIV_CLK

Dividend 0 2^19 2^19 {Wmax - WT} << 11

Divisor 0 Rmin Rmax Wmax - Wmin

Enable_TDC

Quotient Wmax Wmin init_code0

TDC_code 0 Rmin Rmax 0 

 Fig. 2.2: The Timing diagram of the Proposed ADPLL 
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The timing diagram of the proposed frequency estimation algorithm is shown in 

Fig. 2.2. The period of the DCO output clock (OUT_CLK) is a function of the DCO 

control code (DCO_code), and is named as P(code). When the DCO control code is 

set to zero, the period of the DCO is at its maximum value (Pmax), as shown in Fig. 

2.3(a). Oppositely, when the DCO_code is set to 2047, the period of the DCO is at its 

minimum value (Pmin). The period ratio between the reference clock (REF_CLK) and 

the DCO clock (OUT_CLK) is also a function of the DCO_code, and is named as 

R(code). The Rmax and Rmin mean that the period ratios when the DCO operates at 

Pmin and Pmax, respectively. The value of Rmax and Rmin are expressed in Eq. (2.1) and 

Eq. (2.2): 

                      

   (2.1)  

 

                    (2.2) 

where Pref is the period of the reference clock. 
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Fig. 2.3: The Relationship of P, R, and W 

In [29], the ratio R(code) is obtained by using a frequency counter. Therefore, the 

value of the R(code) will be an integer number, and it has quantization effects, as 

shown in Fig. 2.3(a). However, if the value of R(code) is still obtained by a frequency 

counter, that will bring the quantization effect. If we define a new function W(code) 

which is the reciprocal of the R(code), and then, the value of the W(code) will be a 
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fixed-point number. However, if the value of R(code) is still obtained by a frequency 

counter, the quantization error of W(code) will be very large, as shown in Fig.2.3(b). 

In this thesis, we uses a cyclic TDC to obtain the fixed-point value of the 

R(code). Thus, the quantization effects of W(code) can be significantly reduced, as 

shown in Fig. 2.3(c). Eq. 2.3 and Eq. 2.4 show the values of Wmax and Wmin: 

 

                       (2.3)  

 

             (2.4) 

Then, the W(code) curve between Wmax and Wmin will be a straight line. Therefore, 

the equation of W(code) can be expressed as Eq. 2.5.  

 

                  (2.5) 

Since the frequency multiplication factor (M) is an input value, the target period 

ratio (RT) is equal to M. Then, the value of the target W(init_code) is equal to 

WT=1/M. If the constant value (2
11

-1) in the Eq. 2.6 is reduced as 2
11

, the target DCO 

control code (init_code) can be found using Eq. 2.6. 

 

                  (2.6) 

In the proposed ADPLL, one divider is used to calculate the value of Wmax, Wmin, 

and the initial code of the DCO (init_code) in three clock cycles. In Fig. 2.2, after 

system is reset, in the first cycle, the state of the ADPLL controller is R_MIN, and in 

this cycle, the DCO control code is set to zero to use the proposed cyclic TDC for 

calculating the value of Rmin. In the second cycle, the state is changed to R_MAX, the 

DCO control code is set to 2047 for calculating the value of Rmax. Meanwhile, the 

constant value 2
19

 and Rmin are sent to the divider for calculating the Wmax. 
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In the third cycle, the state is changed to PIPE_1, the constant value 2
19

 and 

Rmax are sent to the divider for calculating the Wmin. In the fourth cycle, the state is 

changed to PIPE_2, and the initial code of the DCO (init_code) is calculated using Eq. 

2.6. 

In the ADPLL [29], three DCOs are used for calculating the required parameters. 

However, these DCOs may have on-chip variations (OCVs) especially in advanced 

CMOS process. In addition, the integer values of Rmin and Rmax are used in the 

ADPLL [29] for calculating the target DCO control code which results in large 

quantization errors. Therefore, the ADPLL [29] still have a large frequency error after 

two clock cycles. The proposed ADPLL uses a monotonic low-power cyclic 

TDC-embedded DCO to avoid on-chip variations, and we use fixed-point values of 

Rmax and Rmin with the proposed frequency estimation algorithm for calculating an 

accurate target DCO control code (init_code). As a result, the proposed ADPLL can 

achieve a relatively small frequency error after four clock cycles. 
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2.3 Summary 

 As compares to [29], the proposed frequency estimation algorithm is further 

suitable for the DVFS scheme. Since we enhance the precision of the period ratio 

parameters and the linear characteristic by the proposed monotonic DCO embedded 

cyclic TDC. Besides, although the [29] can achieve lock in two clock cycles, it still 

has a large frequency error due to the on-chip variations of three DCOs and the 

quantization effects of the frequency counter. The proposed ADPLL has a relatively 

fast lock-in time. 
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Fig. 2.4: The Frequency Error Analysis at 445MHz 

As shown in Fig. 2.4, we compare the frequency error of the FEA between the 

[29] and the proposed ADPLL with 5MHz reference clock, and the multiplication 

factor is equal to 89. The frequency error is larger than 20% by FEA of the [29] in 2 

clock cycles, and it needed to keep tuning the DCO control code by the binary search 

algorithm and takes more than 40 clock cycles for fine-tuning the output frequency to 

the target frequency. 

 In the proposed FEA, the frequency error is about 3% after 4 clock cycles, due to 

the clock skew between the ENABLE_DCO and LOCK as shown in Fig 2.2, there is 

a phase error between the 4
th

 reference clock and the first output clock. Thus that, we 

need to align the phase of reference clock and output clock after FAE. After 40 clock 
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cycles, the frequency error will be decreased to less than 1.5% by the digital loop 

filter. 
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Fig. 2.5: The Frequency Error Analysis at 225MHz 

As shown in Fig. 2.5, we compare the frequency error of the FEA between the 

[29] and the proposed ADPLL with 5MHz reference clock, and the multiplication 

factor is equal to 45. The frequency error is larger than 30% by FEA of the [29] in 2 

clock cycles, and it needs to keep fine-tuning output frequency with the binary search 

algorithm for more than 50 clock cycles.  

That means the precision of FEA is sensitive to the Rmin as shown in Fig. 2.3, 

due to there is a quantization error at the Rmin, thus if the multiplication factor is close 

to the Rmin, the frequency error of FEA become further larger. Hence, in the [29], it 

has a constraint of the multiplication factor to be larger than 45. 
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Fig. 2.6: The Frequency Error Analysis with 150MHz 

As shown in Fig. 2.6, we compare the frequency error of the FEA between the 
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[29] and the proposed ADPLL in 5MHz reference clock, and the multiplication factor 

is equal to 30. The frequency error is larger than 35% by FEA of the [29] in 2 clock 

cycles, and it needs to keep fine-tuning output frequency with the binary search 

algorithm for more longer than 50 clock cycles for approaching the output frequency 

to the target frequency. 

 

                  (2.7) 

 Eq. 2.7 shows the frequency estimation algorithm of [29], F is the target of DCO 

control, N is the multiplication factor, T is the total stages of the DCO control code. 

Thus, we use only one DCO and has a smaller area cost as compared to [29]. Besides, 

for the calculator circuit of the target DCO control code, as compare with the Eq. 2.7 

[29], we only use a bit shifter instead of the multiplier, and an arithmetic divider. 

However, in Eq. 2.7 [29], there are two multipliers and two arithmetic dividers are 

used for calculating the target DCO control code. In addition, for the accuracy of the 

target DCO control code, they need to perform the expression with larger operand size 

to realize the calculator circuit, and it increases the chip area. 

 In addition, in [29], for increasing the frequency range and linear characteristic, 

it adopts the tri-state inverter array to realize the DCO. This further increases the chip 

area cost, and is not suitable for voltage scaling. We adopt the interpolator-based fine 

tuning circuit [32] to overcome the drawback. The interpolator fine tuning circuit can 

achieve monotonic response either in the nominal-voltage and low-voltage. Besides, it 

can enhance the resolution of DCO effectively, and then enhances the resolution of 

the period ratio curve. 

As a result, the proposed ADPLL is suitable for biomedical electronic 

applications with DVFS scheme. 
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Chapter 3 

Circuit Design and Implementation 

of ADPLL 

In this chapter, we explain the circuit design in the proposed ADPLL. Including 

the monotonic DCO embedded cyclic TDC, the pulse latch DFF (PLDFF), and the 

phase and frequency detector (PFD) and frequency divide with PLDFFs. 

3.1 Monotonic Digital Controlled Oscillator 
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Fig. 3.1 Proposed DCO Embedded Cyclic TDC 
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Fig. 3.1 shows the monotonic DCO embedded cyclic TDC architecture. The 

DCO is composed of 64 coarse tuning stages and 32 fine tuning stages and the cyclic 

TDC [33] for ratio parameter calculation. A coarse tuning stage is composed of three 

NAND gates. The fine tuning circuit is composed of two parallel connected tri-state 

buffer arrays operating as an interpolator [32]. The interpolator circuit can keep the 

monotonic response between two coarse tuning stages switching either at 

nominal-voltage and at low-voltage. The cyclic TDC is composed of 64 pulse latch 

DFFs (PLDFFs) [31] at every output node of two NAND gates. The Encoder encodes 

the binary 11 bits dco_code[10:0] into the coarse-tuning and fine-tuning control 

thermometer code. The dco_code[10:5] encodes into coarse[62:0] and the 

dco_code[4:0] encodes into fine[30:0].  

The Decoder decodes the 65-bits thermometer code generated by the cyclic TDC 

into the 7-bit fractional number and the 9-bit integer number from the cyclic counter 

of the ratio parameter to the frequency finder.  

 

3.1.1 Coarse Tuning Stage 

The coarse tuning stages of DCO is shown in Fig. 3.2, the coarse-tuning stage 

consists of 64 coarse tuning delay cells (CDCs). The coarse-tuning resolution of the 

proposed DCO is two NAND gates delay time.  

The NAND bridge based architecture has smaller coarse-tuning resolution than 

the conventional MUX type DCO [32]. The one coarse tuning stage delay of the 

conventional MUX type DCO is the sum of a NAND gate delay and a MUX delay. In 

the proposed coarse tuning architecture, the one coarse tuning stage delay is two 

NAND gates delay time. As we discuss in section 2.2, we use the two coarse tuning 

stages as a TDC resolution to quantize the reference clock period. The resolution of a 
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coarse tuning stage should be kept as small as possible. Thus, we can achieve the high 

precision of the period ratio parameters acquisition for the proposed frequency 

estimation algorithm. 

As shown in Fig. 3.2, if the coarse DCO control code is 61, it should be encoded 

into the coarse control code as 63’hffff_ffff_ffff_fff8 (coarse[0]~coarse[2] = 0, 

coarse[3]~coarse[62] = 1). In addition, one coarse tuning delay is equal to 32 times 

fine tuning delay. 

Fine
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CB_OUT

OUT_CLK

coarse[0]

coarse[1]

coarse[2]coarse[1]

coarse[61]
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Fine[30:0]

Enable_DCO       “0”               “0”            “0”       “1”               “1”

                   1223                                            

Fig. 3.2 Coarse-Tuning Stages Architecture 

 

3.1.2 Fine Tuning Stage 

The fine-tuning stage of the DCO is shown in Fig. 3.3. The fine-tuning stage [32] 

is composed of two parallel connected tri-state buffer arrays operating as an 

interpolator. When there are more left-hand side tri-state buffers turned on, the output 

clock is more close to the CA_OUT, and when there are more right-hand side tri-state 

buffers turned on, the output clock is more close to the CB_OUT. In addition, the 

timing difference between CA_OUT and CB_OUT is one coarse-tuning resolution. 

Therefore, the proposed fine-tuning stage can always provide a total delay tuning 

range equal to one coarse-tuning resolution under process, voltage, and temperature 

(PVT) variations. 
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Fig. 3.3: Fine-Tuning Stage of the DCO 

As shown in Fig. 3.4, if the fine DCO control code is 5’d29, it should be encoded 

into the coarse control code as 31’h1fff_ffff ( Fine[0] ~ Fine[28] = 1, Fine [29]~ Fine 

[30] = 0). The interpolation signal is shown in Fig. 3.4. 
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Fig. 3.4 Fine-Tuning Interpolation Signal Illustration 
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(b) Fine Tuning Code Cross Over 3 Coarse Stages 

Fig. 3.5 Relationship Between DCO Control Code and DCO Output Period 

Fig. 3.5 shows the simulation results of the proposed DCO. The resolution is 

about 17.39ps and 3.19ps at 0.5V and 1.0V, respectively. Besides, in the Fig 3.5 (b), 

the proposed DCO keeps the monotonic response when the DCO control code 

switches cross over different coarse-tuning control codes either at 0.5V and 1.0V.  
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3.1.3 Ratio Parameter Calculation Procedure 

In chapter 2, we introduce the proposed frequency estimation algorithm. It 

adopts embedded cyclic TDC to obtain the parameters of period ratio between 

reference clock and DCO output clock. Then, it builds the linear function by the ratio 

parameters for calculating the target DCO control code. In the following section, we 

will explain the ratio parameter obtained procedure.  
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Fig. 3.6: The Initial State in TDC is Disabled 

As shown in Figs. 2.2 and 3.6, when the Enable_TDC is set to “0” to gate the 

TDC_CLK, all the coarse-tuning cells are turned on for calculating the period ratio 

parameter (Rmin) between the REF_CLK period and the maximum DCO clock period. 

Besides, the Enable_DCO is set to “0” in the beginning, thus that, the DCO will not 

oscillate, and all the signals on each two of CDC are “0”. Besides, the integer number 

of period ratio parameter (TDC_Int [8:0]) and the fractional number (TDC_Fac [6:0]) 

are both set to 0. 

 Then, the Enable_TDC will be set to “1” as shown in Fig. 2.2, and it starts the 
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ratio parameter calculation procedure, and Enable_DCO is set to “1” for half of the 

REF_CLK period. The next positive edge of REF_CLK will trigger the PLDFFs 

deployed on the DCO delay line to obtain the period of REF_CLK in terms of two 

coarse tuning delays. 

In addition, as shown in Eq. 2.2, the period ratio parameter (Rmin) is equal to the 

period ratio between the period of REF_CLK and the maximum period of 

OUT_CLK. However, in order to pipe the calculation procedure in 4 clock cycles, we 

only use a half cycle of the REF_CLK to calculate the period ratio parameter. Thus, 

after we obtain the period ratio parameter, its value needs to be multiplied by 2. 
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 Fig. 3.7 The half period of the REF_CLK is smaller than all coarse delays 

In Fig. 3.7, the pulse width of the TDC_CLK is smaller than all coarse-tuning 

delay line delay. After the Enable_TDC and Enable_DCO are both set to “1”, the 

DCO is beginning to oscillate, and the “1” on the OUT_CLK is propagated to the 
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NAND gates chain. After a half cycle of REF_CLK, the TDC_CLK will sample the 

signal on the CDCs by the PLDFFs as LAT_code [63:0]. The Decoder must to find 

the farthest “0”, and decodes into corresponding fractional number of period ratio 

parameter. In Fig. 3.7, LAT_code [63:0] is equal to 64’h0000_0001_ffff_ffff, and it 

should be decoded as 3310 to TDC_Frac [5:0].  

The total coarse-tuning delay line delays are equal to half cycle of the maximum 

DCO output clock period. Therefore, we need to detect the OUT_CLK by LAT_code 

[64]. In Fig. 3.7, the value of LAT_code [64] is “1”, that represents the obtained signal 

is still in the first half of the DCO clock cycle, thus the MSB of the period ratio 

fractional number TDC_Frac [6] is equal to 0.  

In this sample, the period ratio fractional number (TDC_Frac [6:0]) is equal to 

7’h21, and the integer number (TDC_Int [8:0]) is equal to 9’h000. Finally, since the 

period ratio is sampled by a half cycle of REF_CLK, and its value needs to be 

multiplied by 2, thus the TDC_code [16:0] is equal to {9’h000,7’h21,1’b0}, i.e., 

66/128 = 0.51610. 
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 Fig. 3.8: The half period of the REF_CLK is larger than all coarse delays 

In Fig. 3.8, the half period of the REF_CLK is larger than all coarse-tuning 

delay line delays. The “0” should be in front of the NAND gates chain. The Decoder 

must find the farthest “1”, and decodes into corresponding fractional number of 

period ratio parameter. In Fig. 3.8, the TDC latched code (LAT_code [63:0]) is equal 

to 64’hffff_ffff_ffff_fffc, and it should be decoded as 210 to TDC_Frac [5:0]. Besides, 

since the value of LAT_code [64] is “0”, it represents the obtained signal is in the 

second half DCO clock cycle, thus the MSB of the period ratio fractional number 

TDC_Frac [6] is equal to 1. 

In this sample, the period ratio fractional number (TDC_Frac [6:0]) is equal to 

7’h42, and the integer number (TDC_Int [8:0]) is equal to 9’h000. Finally, since the 

period ratio is sampled by a half cycle of REF_CLK, and its value needs to be 

multiplied by 2, thus the TDC_code[16:0] is equal to {9’h000,7’h42,1’b0}, i.e., 
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132/128 = 1.03110. 
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Fig. 3.9: The half period of the REF_CLK is larger than the maximum DCO clock period 

In Fig. 3.9, the period of REF_CLK is larger than the two times of all 

coarse-tuning delay line delay. In this case, the cyclic counter is adopt to count the 

positive edge of CLK_OUT for the integer number of period ratio parameter. If the 

cyclic counter is added, represents that the period of obtained signal is larger than all 

coarse stages delays. The “1” should be in the front NAND gates chain again. The 

Decoder must find the farthest “0”, and decodes into corresponding fractional number 

of period ratio parameter. In Fig. 3.9, the TDC latched code (LAT_code [63:0]) is 

equal to 64’h0000_0000_0000_0003. It should be decoded as 210 to TDC_Frac [5:0], 

and the value of LAT_code [64] is “1”, thus the MSB of the period ratio fractional 

number TDC_Frac [6] is equal to 1.  

Besides, the cyclic counter is triggered for one times, thus the period ratio integer 
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number (TDC_Int [8:0]) is equal to 1. In this sample, the period ratio fractional 

number (TDC_Frac [6:0]) is equal to 7’h02, and the integer number is equal to 9’h001. 

Finally, the TDC_code[16:0] is equal to {9’h001,7’h02,1’b0}, i.e., 260/128 = 2.03110. 

3.2 Pulse Latch DFF 
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Fig. 3.10: Pulse Latch DFF Architecture 

 Fig. 3.10 shows the pulse latch DFF (PLDFF) architecture. In Fig. 3.11, when the 

PLDFF is triggered, the input data D will be evaluated in the implicit pulse at first. 

The Tpulse is the difference of CLK and the delayed CLKB generated by the pulse 

generator. Then, by the interlaced on-off tri-state latch, the input data D will be 

latched. By this way, the PLDFF save a pre-charge time as compares with the 

conventional DFF. Thus the setup time of PLDFF will be very small. 

CLK

CLKB

(1)evaluation (2)data latched
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Fig. 3.11 PLDFF Data Latch Procedure Illustration  
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Fig. 3.12: Pulse Latch DFF Schematic 

Pulse latch DFF has the advantages of fast response, no pre-charge phase, 

no current fighting during data latching, high data glitch immunity and stacked 

structure to minimize leakage, and the setup time approaches to zero. These 

features can help in TDC obtaining a higher accuracy period ratio parameter. 

Besides, it can help the other circuits such as PFD and divider to achieve a good 

performance at the low supply voltage. 
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Table 3.1: Comparison Table of Standard Cell Library DFF and PLDFF at a 0.5V 

the Supply Voltage 

Table (ps) Rise time Rise delay Fall time Fall delay Setup time Hold Time 

DFFRX1 188 705 138 776 317 50 

DFFRXL 186 702 115 727 331 50 

PL DFF 64 149 135 300 < 10 150 

 

As shown in Table 3.1, the PLDFF has a better performance than the DFFs in 

standard cell library at a low supply voltage. Especially, the response time like rise 

time and rise delay are both better than the DFFs in standard cell library. Besides, 

since the smaller setup time margin, it can help in TDC obtaining a higher accuracy 

period ratio parameter. 
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DFFX1=6.74μm

PLDFF=19.6μm

Standard Library

DFFXL=10.08μm

Fig. 3.13 Layout of Pulse Latch DFF and Standard Cell Library DFF 

Fig. 3.13 shows the layout of the PLDFF and DFFs of standard cell library. As 

compare to the cell size of the DFFs of the standard cell library, PLDFF has two times 

area than the DFFs of the standard cell library. Besides, the number of PLDFF in 

proposed ADPLL is 80. Thus PLDFFs will increase the area cost of the proposed 

ADPLL. 
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3.3 Phase and Frequency Detector 

Fig. 3.14 shows the PFD architecture. The PFD [21] is designed with standard 

cells and PLDFFs. It can detect lead or lag information of reference clock and divided 

clock. If the PFD is triggered earlier by reference clock, and that means the frequency 

of reference clock is faster than the divided clock. In this case, the UP signal is 

generated with a low pulse to send UP signal to the ADPLL controller. Oppositely, if 

the divided clock triggers the PFD earlier, than the DOWN signal will be generated, 

and sends to the ADPLL controller to slow down the DCO output clock. 
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Fig. 3.14: PFD Architecture 

After detecting lead or lag information and generating UP or DOWN signal, the 

UP/DOWN signals will be sent to the ADPLL controller. Due to the delay of circuit 

transition time, the PFD have the dead zone once the phase error between reference 

clock and divided clock is very small. If the phase error is too small, then the pulse 

signals OUTU and OUTD will not be detected by the ADPLL controller correctly. 

Therefore, the pulse amplifier [21] is adopted to extend the pulse as shown in Fig. 

3.15.  
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INPUT
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Fig. 3.15: Digital pulse amplifier architecture. 

Besides, the resettable pulse width of the DFF will influence the dead zone of the 

PFD. Thus we adopt the PLDFF to reduce the dead zone of the PFD. Table 3.2 shows 

the minimum resettable pulse width of the PLDFF and the DFFs of the standard cell 

library at a low supply voltage. As the result, the minimum resettable pulse width of 

the PLDFF is smaller than the DFFs of the standard cell library. In the Table 3.3, it 

shows the dead zone of the PFD with PLDFFs and the DFFs of the standard cell 

library. Thus, the PLDFF can reduce the dead zone of PFD at a low supply voltage 

effectively, it reduces the dead zone of the PFD from 107ps to 26ps. 

Table 3.2: The Reset Pulse Constrained of Standard Cell Library DFF and 

PLDFF at a 0.5V Supply Voltage 

Table (ps) DFFRX1 DFFRXL PLDFF 

Resettable 

Pulse Width 
>430 > 450 >110 

 

Table 3.3: The Dead Zone of PFD with Standard Cell Library DFF and PFD with 

PLDFF at a 0.5V Supply Voltage 

Table (ps) 
Standard Cell 
Library DFF 

PLDFF 

Dead Zone 107 26 
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3.4 Frequency Divider 
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Fig. 3.16 Frequency Divider Architecture 

 Fig 3.16 shows the frequency divider architecture. The frequency divider is 

composed of multi-stages self-triggered PLDFF. Each stage is a divide-by-2 divider. 

By cascading the self-triggered PLDFF stages, it can divide the OUT_CLK to 

DIV_CLK by 2
n
, where n is the stage number. 

 Due to the worse rise time and rise delay of the DFFs of the standard cell library, 

it produces a large skew between DIV_CLK and DCO_CLK. As shown in Fig. 3.17, 

since the PFD detects the phase difference between REF_CLK and DIV_CLK. If 

there has a skew between OUT_CLK and DIV_CLK, that will cause a phase error. 
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Fig. 3.17 Phase Error of REF_CLK and OUT_CLK Illustration 
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Chapter 4 

Experimental Results 

4.1 Simulation Result 
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Fig. 4.1 Layout of the Test Chip 
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Table 4.1 Block module name 

Block Number Module Name 

(1) Frequency Finder 

(2) ADPLL Controller 

(3) Digital Loop Filter (DLF) 

(4) Phase and Frequency Detector (PFD) 

(5) Embedded Cyclic TDC 

(6) Test Divider 

(7) Digital Controlled Oscillator (DCO) 

(8) Frequency Divider 

 

The proposed fast lock-in ADPLL is implemented in TSMC 90nm CMOS 

process. The chip layout is shown in Fig. 4.1. The active area is 250  250 m
2
 and 

the chip area is 864  864 m
2
. The block module name of each block is shown in 

Table 4.1. The simulated power consumption is 1.51mW at 640MHz operation 

frequency at a 1.0V supply voltage. The power consumption is 56.9μW at 160MHz 

operation frequency at a 0.5V supply voltage. 
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Fig. 4.2: Chip Floorplan and I/O Plan. 

Table 4.2 I/O PAD Description 

Input Bits Function 

CLK_REF 1 Input clock 

RST_B 1 Set chip to initial at 0 

DIV_M 3 

Set the multiplication factor of ADPLL 

Value Factor code 

3’d0 2 

3’d1 4 

3’d2 8 

3’d3 16 

3’d4 32 

3’d5 64 
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3’d6 128 

3’d7 256 

TEST_M 2 

Set the multiplication factor of output clock 

Value Factor code 

2’d0 1 

2’d1 2 

2’d2 4 

2’d3 8 

DIV_BYPASS 3 

Set the number of bypassed divisor bit 

Value Bypassed bits 

3’b000 0 

3’b001 1 

3’b011 2 

3’b111 3 

Output Bits Function 

CLOCK_OUT 1 Divided output clock 

CLOCK_DIV 1 Feedback clock 

UP 1 CLOCK_DIV lead to CLOCK_OUT 

DN 1 CLOCK_DIV  lag to CLOCK_OUT 

FINIISH_TDC 1 TDC is gated at 0 

ENABLE_DCO 1 DCO is enabled at 1 

ENABLE_DIV 1 Output divider is enabled at 1 

LOCK 1 Phase locked signal 
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4.2 Full Chip Simulation 

 

(a) Post-Sim at 1.0V, 640MHz, TT corner 

 

(b) Post-Sim at 0.5V, 160MHz, TT corner 

Fig. 4.3 System simulation of proposed ADPLL at TT corner 

The proposed ADPLL is implemented with standard cells and PLDFF. The 

post-layout simulation result of the proposed ADPLL in TT corner is shown in Fig. 

4.3. After system is reset, the proposed frequency finder computes the target DCO 

control code in four clock cycles. After that, the frequency divider and the PFD are 

turned on, and the proposed ADPLL keeps tracking the phase and frequency of the 

reference clock. As the result, the proposed ADPLL can achieve fast lock in four 

cycles. Besides, we simulate the proposed ADPLL with PVT variations, as shown in 

Fig. 4.4 and Fig. 4.5. 
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(a) Post-Sim at 1.0V, 640MHz, FF corner 

 

(b) Post-Sim at 0.5V, 320MHz, FF corner 

Fig. 4.4 System simulation of proposed ADPLL at FF corner 

 

(a) Post-Sim at 1.0V, 320MHz, SS corner 



 

 - 52 - 

 

(b) Post-Sim at 0.5V, 80MHz, SS corner 

Fig. 4.5 System simulation of proposed ADPLL at SS corner 

Table 4.3 Simulation with PVT Variation at the 1.0V Supply 

Parameter Post-sim(FF) Post-sim(SS) Post-sim(TT) 

Power supply (V) 1.1 0.9 1.0 

Total Current (mA) 
2.45 

(@640MHz) 

0.69 

 (@320MHz ) 

1.51  

(@640MHz) 

Power Dissipation (mW) 
2.70 

(@640MHz ) 

0.63  

(@320MHz ) 

1.51 

 (@640MHz ) 

Time Resolution(ps) 4.694 10.648 6.655 

Output frequency (MHz) 
160MHz  

~ 640MHz 

80MHz  

~ 320MHz 

160MHz  

~ 640MHz 

Table 4.4 Simulation with PVT Variation at the 0.5V Supply 

Parameter Post-sim(FF) Post-sim(SS) Post-sim(TT) 

Power supply (V) 0.55 0.45 0.5 

Total Current (μA) 
198.64  

(@160MHz) 

52.36 

 (@80MHz ) 

113.8  

(@160MHz) 

Power Dissipation (μW) 
109.25  

(@160MHz ) 

23.56  

(@80MHz ) 

56.90 

 (@160MHz ) 

Time Resolution (ps) 16.744 105.48 41.036 

Output frequency (MHz) 
40MHz  

~ 320MHz 

10MHz  

~ 80MHz 

40MHz  

~ 160MHz 
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4.3 Jitter of Output Frequency Simulation 

We also simulate the jitter performance of the proposed ADPLL. The 

cycle-to-cycle jitter at 640MHz and 1.0V supply voltage is 6.68ps as shown in Fig. 

4.6. Fig. 4.7 shows the period jitter with the same setting is 45.17ps.  

 

Fig. 4.6 Cycle-to-Cycle Jitter at 640MHz, 1.0V Supply Voltage 

 

Fig. 4.7 Period Jitter at 640MHz, 1.0V Supply Voltage 
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The cycle-to-cycle jitter at 80MHz and 0.5V supply voltage is 51.52ps as shown 

in Fig. 4.8. Fig. 4.9 shows the period jitter with the same setting is 199.46ps. 

 

 

Fig. 4.8 Cycle-to-Cycle Jitter at 80MHz, 0.5V Supply Voltage 

 

Fig. 4.9 Period Jitter at 80MHz, 0.5V Supply Voltage 
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4.4 Chip Summary and Comparison Table  

Table 4.5 Chip summary of Simulation Result 

Process 90nm CMOS 

Chip Area 0.09mm
2
 

Lock-in Time 4 cycles 

Supply Voltage 1.0V 0.5V 

Time Resolutions 6.65ps 41.03ps 

Operating Range 160MHz ~ 640MHz 40MHz ~ 160MHz 

Power Consumption 1.51mW 56.90μW 

  

The chip summary is shown in Table 4.4. The chip is implemented in TSMC 

90nm CMOS process. The core area is 0.09 mm
2
.  

The frequency range of the proposed ADPLL is about 160MHz to 640MHz and 

40MHz to 160MHz at 1.0V and 0.5V, respectively. In addition, the power 

consumption is 1.51mW and 56.90μW at 1.0V and 0.5V, respectively. 

Table 4.5 lists the comparisons with prior studies. Although the ADPLL [29] can 

achieve lock in two clock cycles, it still has a large frequency error due to the on-chip 

variations of the three DCOs and the quantization effects of the frequency counter. 

The proposed ADPLL has lowest power consumption and a relatively fast lock-in 

time. As a result, it is suitable for biomedical electronic applications with DVFS 

scheme. 
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Table 4.6 Comparison Table of Simulation Result 

Parameter Proposed 

[3] 

JSSC’ 

12 

[12] 

TCAS-I 

’10 

[23] 

JSSC 

’11 

[26] 

JSSC 

’03 

[29] 

TCAS-II 

’10 

[34] 

ASSC 

’12 

Process 90nm 130 nm 90 nm 65 nm 65 nm 180 nm 40 nm 

Core Area 

(mm2) 
0.09 0.07 0.27 0.07 1.17 0.075 0.037 

Category ADPLL Analog PLL Analog PLL ADPLL ADPLL ADPLL ADPLL 

Supply 

Voltage 
0.5V/1.0V 0.5V 0.5V 1.0V 5V 1.8V 0.5V 

Input 

Frequency 

(MHz) 

5 1.832 280 0.036~12.5 0.011~0.339 0.22~8 1~10 

Output 

Frequency 

(MHz) 

40~160 @0.5V 

160~640 @1.0V 

400 ~ 

433 

160 ~ 

2500 

2~ 

700 

0.045~ 

61.3 

222.6 ~ 

445.8 

10 ~ 

100 

Time 

Resolution 

(ps) 

41@0.5V 

6.6@1.0V 

300 

MHz/V 

1200 

MHz/V 
17.5 170 8.8 351 

Multiplication 

Factor 
2~128 32 8 16~5200 4 ~ 1022 45~128 100 

Power 

Consumption 

56.90μW 

@(0.5V,160MHz) 

1.51mW 

@(1.0V,640MHz) 

440μW 

@433MHz 

1157μW 

@2.5GHz 

1.81mW 

@520MHz 
N/A 

14.5mW 

@446MHz 

45.5μW 

@0.5V 

Lock-In Time 4 cycles N/A N/A <75 cycles 7cycles 2 cycles <42 cycles 
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4.5 Test Chip Measurement Results 
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Fig. 4.10 Microphotograph of the ADPLL 

Fig. 4.10 shows the microphotograph of one ADPLL test chip. This test chip is 

fabricated on a standard performance 90nm CMOS 1P9M process. The core area of 

this chip is 250μm x 250μm. About the chip floorplan and I/O plan of the proposed 

ADPLL, there are 18 I/O PADs and 14 power PADs. The test chip is composed of the 

proposed ADPLL block and the testing block. The proposed ADPLL block contains a 

frequency finder, an ADPLL Controller, a DLF, a cyclic TDC-embedded DCO, a 

PFD, and a frequency divider. The testing block contains the test divider. 
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Fig. 4.11(a) shows the measured peak-to-peak jitter histogram of the output clock. 

In this figure, the reference clock is 9.375MHz, and multiplication factor is equal to 

64 at 1.0V supply voltage. The target output frequency is 600MHz. Due to the speed 

limitation of the I/O pad, the signal is divided to 2 by a output divider before output to 

the I/O pad. The peak-to-peak jitter is 102ps, and the rms jitter is 13.7ps. Fig. 4.11(b) 

shows the measured frequency of output clock at 600MHz with the same setting. 

 

(a) 
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(b) 

Fig. 4.11 (a) Measured Jitter Histogram of Output Clock at 1.0V, 600MHz, the output  

is divided by 2 

(b) Measured Frequency of Output Clock at 1.0V, 600MHz, the output is 

divided by 2 
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Fig. 4.12(a) shows the measured peak-to-peak jitter histogram of the output 

clock at 60MHz. In this figure, the reference clock is 7.5MHz, and multiplication 

factor is equal to 8 at 1.0V supply voltage. The target output frequency is 60MHz. The 

peak-to-peak jitter is 110ps, and the rms jitter is 15.6ps. Fig. 4.12(b) shows the 

measured frequency of output clock at 60MHz with the same setting. 

 

(a) 
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(b) 

Fig. 4.12 (a) Measured Jitter Histogram of Output Clock at 1.0V, 60MHz 

(b) Measured Frequency of Output Clock at 1.0V, 60MHz 
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Fig. 4.13(a) shows the measured peak-to-peak jitter histogram of the output 

clock at 120MHz. In this figure, the reference clock is 7.5MHz, and multiplication 

factor is equal to 16 at 0.52V supply voltage. The target output frequency is 120MHz. 

The peak-to-peak jitter is 155ps, and the rms jitter is 26.8ps. Fig. 4.13 (b) shows the 

measured frequency of output clock at 120MHzwith the same setting. 

 

(a) 
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(b) 

Fig. 4.13 (a) Measured Jitter Histogram of Output Clock at 0.52V, 120MHz 

(b) Measured Frequency of Output Clock at 0.52V, 120MHz 
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Fig. 4.14(a) shows the measured peak-to-peak jitter histogram of the output 

clock at 30MHz. In this figure, the reference clock is 7.5MHz, and multiplication 

factor is equal to 4 at 0.52V supply voltage. The target output frequency is 30MHz. 

The peak-to-peak jitter is 220ps, and the rms jitter is 28.1ps. Fig. 4.14(b) shows the 

measured frequency of output clock at 30MHz with the same setting. 

 

(a) 
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(b) 

Fig. 4.14 (a) Measured Jitter Histogram of Output Clock at 0.52V, 30MHz 

(b) Measured Frequency of Output Clock at 0.52V, 30MHz 
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Table 4.7 Chip Summary of Measurement Result 

Process 90nm CMOS 

Chip Area 0.09mm
2
 

Lock-in Time 4 cycles 

Supply Voltage 1.0V 0.52V 

Time Resolutions 7.3ps 20.9ps 

Operating Range 60MHz ~ 600MHz 30MHz ~ 120MHz 

Power Consumption 0.92mW 37.13μW 

  

The test chip summary is shown in Table 4.7. The chip is implemented in TSMC 

90nm CMOS process. The core area is 0.09 mm
2
. The frequency range of the 

proposed ADPLL is about 60MHz to 600MHz and 30MHz to 120MHz at 1.0 V and 

0.52V, respectively. In addition, the power consumption is 0.92mW and 37.13μW at 

1.0V and 0.52V, respectively. 

Table 4.8 shows the comparison table of measurement result. At the low voltage, 

although the analog CP-based PLLs [3], [12] have a higher output frequency range 

and lower jitter at a low voltage, the leakage power problem become serious in the 

90nm process, it is hard to use the FBB technology for the charge-pump based 

PLL/DLL working at the low supply voltage. Even if the circuit can be realized, it 

needs to implement by the triple-well process in the [3], and increase the cost of chip 

fabrication. Moreover, the charge-pump is difficult to ignore the static power 

consumption in advanced process. In addition, the control voltage ripple making 

frequency migration problem will become more serious. 
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Table 4.8 Comparison Table of Measurement Result 

Parameter Proposed 

[3] 

JSSC’ 

12 

[12] 

TCAS-I 

’10 

[23] 

JSSC 

’11 

[26] 

JSSC 

’03 

[29] 

TCAS-II 

’10 

[34] 

ASSC 

’12 

Process 90nm 130 nm 90 nm 65 nm 65 nm 180 nm 40 nm 

Core Area 

(mm2) 
0.09 0.07 0.27 0.07 1.17 0.075 0.037 

Category ADPLL Analog PLL Analog PLL ADPLL ADPLL ADPLL ADPLL 

Supply 

Voltage 
0.52V/1.0V 0.5V 0.5V 1.0V 5V 1.8V 0.5V 

Input 

Frequency 

(MHz) 

5~20 1.832 280 0.036~12.5 0.011~0.339 0.22~8 1~10 

Output 

Frequency 

(MHz) 

30~120 @0.52V 

60~600 @1.0V 

400 ~ 

433 

160 ~ 

2500 

2~ 

700 

0.045~ 

61.3 

222.6 ~ 

445.8 

10 ~ 

100 

Jitter 

(peak-to-peak) 

110ps 

@(0.5V,120MHz) 

102ps 

@(1.0V,600MHz) 

49ps 

@433MHz 

18ps 

@2.24GHz 

391ps 

@52MHz 

2ns 

@38MHz 

70ps 

@446MHz 

300ps 

@100MHz 

Time 

Resolution 

(ps) 

20.9@0.5V 

7.3@1.0V 

300 

MHz/V 

1200 

MHz/V 
17.5 170 8.8 351 

Multiplication 

Factor 
2~128 32 8 16~5200 4 ~ 1022 45~128 100 

Power 

Consumption 

37.13μW 

@(0.5V,160MHz) 

0.92mW 

@(1.0V,600MHz) 

440μW 

@433MHz 

1157μW 

@2.5GHz 

1.81mW 

@520MHz 
N/A 

14.5mW 

@446MHz 

45.5μW 

@(0.5V,100M

Hz) 

Lock-In Time 4 cycles N/A N/A <75 cycles 7cycles 2 cycles <42 cycles 
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Chapter 5 

Conclusion and Future Works 

5.1 Conclusion 

In this thesis, a fast lock-in all-digital phase locked loop circuit for supporting 

DVFS with biomedical electronic applications is proposed. 

The proposed frequency estimation algorithm can use the period ratio 

information calculated from the cyclic TDC to compute the target DCO control code 

in four clock cycles 

 With the proposed frequency estimation algorithm, it can use the period ratio 

parameters obtained by the cyclic TDC to compute the target DCO control code in 

four clock cycles. The proposed ADPLL can achieve lock in 4 cycles either at 1.0V or 

0.52V, and thus the power consumption can be reduced effectively. The power 

consumption is 0.92mW and 56.90μW at 1.0V and 0.52V, respectively. 

In addition, the proposed interpolator-based fine-tuning architecture can easily 

solve the DCO non-monotonic response problem either at 1.0V or 0.52V, and further 

enhance the accuracy of the proposed frequency estimation algorithm. The output 

frequency range of the proposed ADPLL is about 60MHz to 600MHz and 30MHz to 

120MHz at 1.0V and 0.5V, respectively. 

 The test chip is fabricated in TSMC 90nm process with pulse latch DFFs. It can 

help in TDC achieve higher accuracy period ratio parameter calculation at a low 

supply voltage. Besides, it improves the performance of PFD and divider at the low 

supply voltage. 
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5.2 Future Works 

In this thesis, there are some drawbacks in our ADPLL. The first problem is the 

jitter performance. In the simulation result in Section 4.3, the period jitter and 

cycle-to-cycle jitter performs unfavorable results. One possible reason is the 

mechanism of DLF with large reference clock jitter. Therefore, if we can modify our 

DLF architecture, the jitter performance will be improved. 

There is another issue about the frequency range at a low supply voltage. In most 

analog PLLs / DLLs, the frequency range is over than 1 GHz. However, our ADPLL 

cannot achieve such frequency range, because the intrinsic delay of delay cell is 

increased at the low supply voltage, and that limits the highest frequency of the DCO. 

If we can improve the delay cell, then the proposed ADPLL will achieve more 

contribution at the low supply voltage. 
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