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ABSTRACT
Among various elements of manga, character’s face plays one of
the most important role in access and retrieval. We propose a DNN-
based method to do manga face detection, which is a challenging
but relatively unexplored topic. Given a manga page, we �rst
�nd candidate regions based on the selective search scheme. A
deep neural network is then proposed to detect manga faces of
various appearance. We evaluate the proposed method based on
a large-scale benchmark, and show performance comparison and
convincing evaluation results that have rarely done before.
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1 INTRODUCTION
Face detection is a fundamental step to many computer vision and
multimedia applications. �is topic has been widely studied for
natural images. However, much fewer studies have been proposed
for manga (Japanese comics). Manga is one of the biggest book
sales in the world. Although the book market slumped, in Japan the
market of compiled manga books keep creating record-high sales
and reach around 2.4 billion US dollars in year 2014 [1]. As more
and more manga books are digitized, e�cient access and retrieval
of manga is urgently demanded [6].

�ere are at least three di�erences between faces in natural im-
ages and in manga. First, we focus on the largest comics market, i.e.,
Japanese comics (manga). In most manga, only black-and-white and
sometimes gray information is available, which is di�erent from
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Figure 1: Sample manga faces.

color information in natural images. Second, there are extreme vari-
ations in faces in di�erent manga. Figure 1(a) and Figure 1(b) show
two normal frontal faces, while Figure 1(c) and Figure 1(d) show
drastically di�erent visual appearance especially on eyes. �ird,
manga faces do not entirely possess properties of human faces. �e
spatial layout, visual appearance, and expression of manga faces
may not physically reasonable (Figure 1(e) and Figure 1(f)). �e
methods proposed for human face detection are thus not able to be
directly employed in manga face detection.

Some works were proposed to detect manga faces. Sun and Kise
[8] extracted Haar-like features, and concatenated a sequence of
weak classi�ers to construct a face detector. For a limited dataset,
frontal manga faces can be detected. Focusing on colorful comics
images, Takayama et al. [9] detected skin color and the jaw contour
to �nd character’s face. �e symmetric property of face was then
adopted to �lter out noises. �is method may not be generic to faces
in di�erent poses. In [12], the deformable part model (DPM) was
used to consider pose and spatial variations. �is approach achieved
performance be�er than the conventional HOG-based (histogram
of oriented gradient) approach. Chu and Chao [3] a�empted to
avoid visual variations by �rst detecting character’s eyes, and then
expanded the eye regions to �nd the face.

�e aforementioned methods are mostly ad-hoc approaches and
are hard to be generalized. In addition, most of them were not
evaluated on a large-scale dataset, making the conclusion not con-
vincing enough. �anks to the recently proposed Manga109 dataset
[6], now we have more resource to train the face detector, and
can evaluate the proposed method at a larger scale. We propose a
deep-based manga face detection framework. �e selective search
[10] scheme is adopted to �rst detect regions with objects. Each
region is then examined by a deep neural network that extracts
features and classi�es the input region as a face or not.

Contributions of this paper are twofold. First, we construct a
deep manga face detection framework to resist visual variations.
Second, we evaluate performance of the proposed framework based
on large-scale benchmark to facilitate fair comparison in the future.

�e rest of this paper is organized as follows. Section 2 provides
details of the deep framework. Section 3 shows performance of the
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Figure 2: Overview of the manga face detection framework.

Figure 3: Le�: ground truth; right: the regions found by se-
lective search with large overlap with the ground truth. All
regions are resized to 40 × 40.

proposed method as well as comparison with existing methods, and
conclusion is given in Section 4.

2 MANGA FACE DETECTION
2.1 System Overview
Figure 2 shows overview of the proposed method. Given a manga
page, we �rst employ the selective search scheme [10] to detect
regions probably containing objects. Each region is then examined
by the proposed deep neural network, named Manga FaceNet, to
see whether this region is a manga face or not.

Recently the power of deep learning has been demonstrated
in many domains. Not only for image classi�cation [5] or object
detection [7] for natural images, now the e�ectiveness of deep
learning on sketch or line drawings have also been demonstrated
[11] [13]. We therefore propose to construct a deep neural network
called Manga FaceNet to do this task.

Before training, we randomly select 66 manga titles from the
Manga109 dataset, and from each title we select 50 manga pages
as the evaluation dataset. From each page, we manually de�ne the
bounding box of each manga face.

To train the proposed network, we extract positive samples and
negative samples in the following way. Given each manga page,
we employ the selective search scheme [10] to �nd regions of ob-
jects. �e regions that have more than 70% overlap with any truth
bounding box and contain frontal faces are considered as positive
samples. On the other hand, the regions that have less than 30%
overlap with any truth bounding box are considered as negative
samples. Figure 3 illustrates results of sampling by showing just a
few positive samples because of space limitation. We can see that
the selective search may detect several regions corresponding to
the same ground truth.

Figure 4: Structure of the Manga FaceNet.

2.2 Manga FaceNet
Based on the training data, we construct a face detector based on
convolutional neural networks (CNN). Figure 4 shows structure of
the proposed Manga FaceNet. Given a candidate region found by
selective search, we resize it into 40 × 40 pixels and input it to a
CNN consisting of �ve convolutional layers to do feature extrac-
tion. �e output of the ��h convolutional layer is �a�ened to be
a vector, which is then input to two branches. �e top branch is
a classi�cation network consisting of two fully-connected layers.
�e activation function of the last fully-connected layer is so�max,
and thus it outputs the probability of a given region being a manga
face or not. To train the top branch of Manga FaceNet, the loss
function is set as:

L1 =
−1
N

∑
(yд logyp + (1 − yд ) log(1 − yp )), (1)

where yp is the predicted probability of the given data being a
manga face, and yд is the ground truth where yд = 1 if the given
region is really a face, and yд = 0 otherwise.

For the bo�om branch of Manga FaceNet, we a�empt to further
consider the spatial displacement of a given training region to its
corresponding ground truth, in order to more �nely evaluate the
goodness of a region being a manga face. Associated with each re-
gion, the spatial displacement and aspect ratio to the corresponding
ground truth are further considered. More particularly, taking the
original manga page as a coordinate system, assume that the le�-
top corner of a given region is at (x ′,y′), and its width and height
are w ′ and h′, respectively. For its corresponding ground truth,
assume its le�-top corner is at (x ,y), and its width and height arew
and h, respectively. Motivated by the se�ings in [7], the horizontal
and vertical spatial displacements are calculated and normalized
as ∆x = x ′−x

w , and ∆y =
y′−y
h , respectively. �e width di�erence

∆w and the height di�erence ∆h are calculated as ∆w = log w ′
w ,

and ∆h = log h′
h , respectively. Similar to the top branch of Manga

FaceNet, we design two fully-connected layers to estimate the spa-
tial displacement and aspect ratio change. Given a candidate region,
if the predicted value of spatial displacement and aspect ratio dif-
ference are ∆x̂ , ∆ŷ, ∆ŵ , and ∆ĥ, respectively. �e loss function
to train the bo�om branch of Manga FaceNet is the mean square
error:

L2 =
1
N

∑
(∆x−∆x̂ )2+ (∆y−∆ŷ)2+ (∆w−∆ŵ )2+ (∆h−∆ĥ)2, (2)

where N is the number of training regions.
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Table 1: Detailed Manga FaceNet con�guration.

input (40 × 40 gray images)
conv3-32
maxpooling
dropout(0.25)

conv3-64
maxpooling
dropout(0.25)

conv3-128 conv3-128
conv3-128
maxpooling
dropout(0.25)

fully-connected (256 nodes) (both branches)
dropout(0.5)(both branches)

fully-connected (4 nodes) (bo�om branch)
fully-connected (2 nodes) – so�max (top branch)

Overall, the top branch and the bo�om branch of the Manga
FaceNet are jointly trained by considering the integrated loss

L = λ1L1 + λ2L2, (3)

where both weighting parameters λ1 and λ2 are currently set as 1.
Table 1 shows detailed con�gurations of Manga FaceNet. �e in-

put region is processed through �ve convolutional layers, as shown
in the second row of Table 1, from le� to right. �e convolutional
parameters are denoted as “conv〈receptive �eld size〉 - 〈number of
channels〉”. �e ReLU activation function is used in all convolu-
tional layers. �e �rst, the second, and the ��h convolutional layers
are followed by max pooling and dropout with ratio 0.25. Results of
convolution are input to two fully-connected layers, where the �rst
one consists of 256 nodes, and the second one consists of 4 nodes
and 2 nodes for the bo�om branch and the top branch, respectively.
�e activation function of the �nal fully-connected layer of the top
branch is so�max.

We adopt mini-batch of size 100, and the learning process up-
dates network parameters for 60 epochs. �e learning algorithm
is RMSprop, with the learning rate 0.001. We employ a strategy
similar to the “image-centric” sampling strategy [4] to the train
the network. A mini-batch contains positive samples and negative
samples both sampled from the same manga title, i.e., more like
“manga-title-centric” sampling.

3 EVALUATION
3.1 Dataset and Evaluation Settings
As we mentioned before, we evaluate the proposed system based
on a large-scale manga benchmark, i.e., the Manga109 dataset [6].
We randomly select 66 titles from the 109 titles, and from each title
we select 50 manga pages and manually de�ne ground truths of
manga faces. �ere are 14,405 faces in total.

According to the framework shown in Figure 2, we �rst detect
object regions by the selective search scheme, and then estimate
the probability of each region being a face. If the probability is
larger than a threshold τ , we say the test region is a manga face.

One may wonder that if the selective search scheme is able to
detect regions covering manga faces. To verify this, we calculate the
ratio of manga faces that can be included in the regions found by
selective search. According to our experiment, this ratio is around
92%. In the following experiments, we will use precision and recall
values to measure performance of manga face detection. Because
of the designed procedure shown in Figure 2, the value 0.92 is
therefore the upper bound of the recall value we can obtain.

Table 2: Performance comparison between methods.

Methods Precision Recall F-measure
OpenCV (pre-trained) 0.48 0.04 0.07
OpenCV
(trained with manga) [8] 0.15 0.95 0.26

Eye-based method [3] 0.42 0.55 0.48
Manga FaceNet (top branch only) 0.57 0.70 0.63
Manga FaceNet (both branches) 0.79 0.56 0.66
Manga FaceNet (both) + VGG 0.97 0.46 0.62

3.2 Performance of Manga Face Detection
Table 2 shows performance comparison between di�erent manga
face detection methods. As we expect, the Adaboost method origi-
nally designed for detecting real human faces and is embedded in
the OpenCV library does not work well (the �rst row). To decrease
the mismatch problem between real human faces and manga faces,
we retrain the OpenCV model based on our manga data. �is is
more like the method proposed in [8], though the training data
are not the same. From the second row of Table 2, we see that the
recall rate can be largely improved, while the precision rate largely
decreases. Overall, only 0.26 F-measure can be obtained by the
Adaboost method. �e eye-based method [3] works be�er, but is
still not promising. Intuitively the shapes of eyes is similar to round
or elliptical. However, eyes are the most important features to show
di�erent artists’ drawing styles or to show di�erent characters.
Accurately detecting eyes is thus not a trivial problem.

�e fourth row shows performance of the proposed Manga
FaceNet (top branch only), with threshold τ mentioned above set
as 0.8. We see signi�cant improvement can be obtained by the
proposed deep-based method. When both branches are considered
in training, the best performance as F-measure equal to 0.66 can be
obtained (the ��h row). When a large number of manga pages (and
thus a large number of manga faces) are available, precision of face
detection is more important than recall in some applications, e.g.,
style analysis proposed in [3]. �erefore, for the regions determined
as faces by Manga FaceNet, we further extract CNN features based
on the VGG-f framework [2], and then construct a support vector
machine to further verify them as face or non-face. As shown in the
last row of Table 2, this process largely improves precision, with
the cost of recall decrease.

Figure 6 further shows performance variations of Manga FaceNet
(MF) and Manga FaceNet with VGG (MF+VGG), in terms of PR
curves obtained based on di�erent thresholds τ ’s. �e MF+VGG ap-
proach hardly achieves high recall, but its precision is signi�cantly
higher than the MF approach. In addition, we see the MF+VGG
approach relatively achieves more stable performance (precision
ranges from 0.94 to 0.98, while recall ranges from 0.41 to 0.54).

Figure 5 shows sample manga face detection results for a manga
page. It can be easily seen that the proposed method can much
more accurately detect manga faces than the method originally
designed for human face detection.

3.3 Discussion
Although the proposed Manga FaceNet largely improves detection
performance, it is still far from perfect. �e top row of Figure 7
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Figure 5: Sample detection results. (a) Ground truth; (b) OpenCV trained with manga; (c) the method in [3]; (d) our results.
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Figure 6: PR curves of two variants of the proposed method.

Figure 7: Sample face detection results. Top row: detected
faces; middle row: false alarms; bottom row: miss.

shows correctly detected faces. �e middle row shows false alarms.
We observe that speech balloons or regions with large white area
and symmetry may be falsely detected as faces. �e bo�om row
shows miss cases. Apparently side faces are o�en missed in the
current work. �is is also a challenging issue in real human face
detection. In the future, we will jointly consider side faces in the
deep framework and try to improve recall rates.

4 CONCLUSION
We have presented a deep-based face detection method specially
for Manga. Given a manga page, we �rst �nd candidate regions by
the selective search scheme, and then determine each region as a
manga face or not by the proposed Manga FaceNet. In addition to
classi�cation label, we also jointly consider spatial displacement
and aspect ratio in the proposed network. Being able to model
high variations on visual appearance and expression, the proposed

method signi�cantly outperforms the methods designed for real
human faces and the conventional manga face detection methods.
In the future, we would like to design a more elegant framework
to enhance the ability of detecting side faces, in order to improve
recall values.
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