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ABSTRACT Dirichlet allocation technique to discover latent style-el
ments. Such computational model provides a systematic
approach to conduct manga style analysis.

e Applications: We propose innovative ways to efficient asces
manga pages. Given a set of manga pages, we are able to
retrieve manga pages produced by the same artist, or pro-
duced by the artists of the same art movement. The proposed
method is also demonstrated to be able to do finer analysis
such as style evolution of the same artist.

A latent style model describing manga styles based on thgopeul
manga-specific features is constructed to facilitate nstydé-based
applications. Two manga-specific features, i.e., screenteatures
showing texture and shade, and panel features showing panel
rangement, are firstly proposed to describe manga pagesdBas
the latent Dirichlet allocation technique, we discoveefdtstyle el-
ements embedded in manga documents, which are describad by v
sual words derived from manga-specific features. Distidingt of
style elements are then used to measure similarity betwesmgan
documents, and facilitate the development of various digleed ap-
plications. Experimental results show that the featuresrandels
especially designed for describing manga styles yield siog per-
formance and could bring many potential extensions.

2. RELATED WORKS

Manga analysis. Current manga analysis works can be roughly
grouped into three categories: character detection, pegrhen-
N tation, and feature design. We briefly review few of them due t
Index Terms— Manga-specific features, latent style model, space limitation. Sun et al. [1] extracted local featuresnfreach
style-based applications panel, and conducted feature matching to verify whethemptarels
contain the same character. Takayama et al. [2] extraciadcslor
and jaw contour to identify face of human-like charactedseyralso
extracted hair color and hair quantity, associated with skilor, as
Many mangas (Japanese comics) are published every yeah wdii features for face recognition. Cao et al. [3] designed a-deten
only build a big entertainment market but also serve as awitapt ~ approach to learn artist's panel arrangement style. As|meg
medium to convey knowledge and culture. Tremendous amount®entation is an important basic step for style elementsaetitm,
of manga pages, however, give rise to significant challenges-  recently the same research team proposed a robust panat-extr
ficient access. Although many techniques and features hese b tion method for manga [4]. Although there have been tremesdo
proposed for content-based image retrieval or visual bedewver ~ amounts of visual features proposed for natural imagesféatures
manga-specific studies have been conducted to discovep#ze s have been proposed especially for mangas. Chu and Chaods] pr
formed bystyle elements, which could be characterized by drawing Posed description for line segments detected from chatadtee

1. INTRODUCTION

and layout arrangement.
In this work we propose novel access scenarios basedhnga

and conducted statistical analysis to show its effectiseiie image
classification.

styles. We thought that manga styles can be described in a style Style analysis. In terms of visual analysis, style refers to the

space, where is conceptually constituted by distributafrstyle el-
ements from different modalities, such as line drawingesatone,

distinctive manner with which entities like artworks, atelature,
and clothing can be grouped or recognized. Styles usuafiybea

and panel arrangement. Figure 5 shows sample manga pages p@&sily perceived, but are hard to be described in a compuotti

duced by different artists, where we can easily perceivie if-
ference. We design features especially designed to deserémga

pages, and then discover latent style elements based oattr |

Dirichlet allocation technique. With the latent style mbdbke style
distribution of given manga pages can be unveiled and sewves
new representation, which facilitates innovative waysffi€ient ac-
cess like style-based retrieval.

Contributions of this paper are summarized as follows.

way. In the visual analysis community, currently there amrks
related to calligraphy [6], paintings [7], and clothing [8], and few
studies have been conducted for mangas.

3. MANGA FEATURES

Although line-based features have been shown to be deserfpt
manga image classification [5], detecting character’s faaeot a

e Manga-specific features: Other than conventional visugl fe trivial task, and thus extracting line-based features ffaces is not
tures, we propose features specific to manga pages, ingludineliable in all cases. In this work, we further propose twatdiees to
bag of screentone primitive, and panel arrangement featurge important complementary information.

Associated with line features that were recently proposed,
manga pages are jointly described from three different pers 1 g reentone Features

spectives, and style elements can be well discovered.

e Latent style model: With manga-specific features, we de-Screentone is a technique to apply texture or shade to sbgect

scribe manga pages as documents, and adopt the latestene in mangas.

It is often used to present shadow of charac-



Fig. 1: Left and middle: samples of different screentones appted
the same character; right: Sample patches of six screeptime
tives.

ters, fold or lap of clothes, and texture of character's.h@asi-
cally, screentone is constituted by densely placed loerisity pix-
els. With different setting on density and pixel’s integsitarious
screentones can be constructed. Figure 1 shows two samgdesm
with different screentone settings to present distindesty

Fig. 22 Sample result of panel extraction. Left: original pagegmi
dle: the extracted panels (in black); right: result of paegmenta-
tion (with red border).

Overall, the proposed screentone featusgesads2) and panel

To detect screentone in a panel, we first binarize each pixefeatures §:—p11) are concatenated with the line features proposed

by checking whether its intensity value is larger than a efieéd
threshold, say 200 in this work. The set of pixels with lowgen-
sity values tend to present screentone. We then subsegeemploy
the erosion and dilation operations to filter out small fragis, and
view the final set of pixels forming regions containing scteae.

Two screentone features are proposed: the ratio of scrento

area to the whole panel ares ), and the bag of screentone prim-

in [5] to form a feature vector describing a manga page. Nuaé t
line features proposed in [5] are used to describe a chasatdee.
In this work, we detect the largest and frontal face in a marage
to extract line features.

4. STYLE MODEL

itives (82). For s, we calculate the ratlo of Screentpne area to thWost prior manga_re|ated works focus on feature design’ Eh)r
whole panel area. To extrast, we divide the panel into nonover- gpject detection, e.g., [1], and put few efforts on compatei style
lapping40 x 40 patches. If more than 80% of pixels in this patch analysis. Although Cao et al. [3] designed a generative intde

are with low intensity values, this patch is viewed as a stmee
patch. The Gabor wavelet transform with four orientatiomd three
scales is applied to each screentone patch, and averagtaaddrsl
deviation of transform coefficients in each frequency bamdtlaen
calculated and concatenated to be the patch’s textureréeadgtor.
Inspired by the bag of visual words model, feature vectoscofen-
tone patches in the training dataset are collected, andhieaffinity
propagation algorithm [10] is adopted to group feature aecinto
clusters. The rightmost subfigure of Figure 1 shows severapte
clusters. Feature vectors corresponding to the same clsleng
to the same screentone primitive. With the clustering comditjon,
we can quantize each screentone patch into one of the @siti

describe panel partitioning, a computational model to desstyles
from various aspects including panel partitioning and Linawing
is missing. In this work, we develop a style model based oeritat
Dirichlet Allocation (LDA) to discover style elements.

Each manga page is described by a feature vector described in
Sec. 3. We extract feature vectors from the evaluation dafae-
tails to be described in Sec. 5), adopt principal componeatyais
to reduce dimensionality into 20, and employ the K-meanstelu
ing algorithm to construct the visual vocabulary. Each nzapage,
therefore, can be represented as a visual word throughigumathe
corresponding feature vector.

Considering the analogy between manga pages and text docu-

The features; of a manga page is then represented as the bag gfient, we can view several manga pages of the same artist as a do

screentone primitives derived from screentone patchdssmpage.

3.2. Panel Features

How several images are placed inside a page also preseist&cart
styles. Generally, more important images are allocate@ syace to
present, and several images arranged in a grid manner is aolyym
seen. However, to enhance visual attractiveness or maiféer-
ent storytelling, artists usually design borderless/oseti/irregular
panels or multiple panels with joint elements.

Here we focus on panel feature design and adopt the method

in [4] to extract panels. After panel extraction, we boundhepanel

with a minimum bounding box, and eleven panel features are ex
tracted: 1):: average panel height (derived from bounding boxes);

2) p2: average panel width; 3)s: standard deviation gf1; 4) pa:
standard deviation gf2; 5) ps: the ratio of total panel area to the
whole page; 6ps: average panel area; #): standard deviation of
pe; 8) ps: average slope of vertical panel boundariegyf)average
slope of horizontal panel boundaries; 3Q): standard deviation of
ps; 11)p11: standard deviation qfg.

ument, view the visual word representing a manga page as@ wor

and view the discovered latent topics as style elementsicBiarly,

a document; is represented as a bag/f visual words, denoted by

di = {v1,v2, ..., vn, }, Wherev; is thejth visual word. Documents

are assumed to be characterized Kystyle elements. The latent

style model assumes the following generative process farpus
consisting ofM documents each of lengths (number of worl¥s)

1. Choosed; ~ Dir(a), wherei = 1,..., M, and« is the
parameter of the Dirichlet prior on the per-document style
(topic) distributions.#; is the style distribution for the doc-
umentd;.

2. Choosep, ~ Dir(8), wherek = 1,..., K, andj is the
parameter of the Dirichlet prior on the per-style word distr
butions. ¢y, is the word distribution for théth style.

3. For eachvisual word; ;, i =1,...,M,j=1,..., N;:

(a) Choose a style; ; ~ Multinomial(6;). z; ; is the
topic assignment for thgth visual word in theth doc-
ument.

(b) Choose avisual word; ; ~ Multinomial(¢-, ;).
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Fig. 3: Graphical model representation of the style model.

Mathematically the generative process corresponds tooihe j
distribution of the hidden variableg (0, z) and observed variables
v:

M

K N

p(9,0,2,0) = [T p(60) [Tp0) (TT p(z:10p(vis100, 20) )
k=1 i=1 j=1

@

Given a new document with the observed visual wofds},
with the learnt model we can efficiently estimate the margiitri-
butionp(v|a, 8) by the Gibbs sampling algorithm [11]. Style proba-
bilities of a document can be estimated, which enable ugpr@sent
a document as a distribution of style elements.

Note that the definition of a document in the LDA framework is
changeable and application-dependent. For example, taatiesize
an artist, we can view a set of manga pages produced by arearts
document. To characterize an artist’s artworks producedsipecific
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Fig. 4: Left: MAP@10 of style-based retrieval for manga pages pro-
duced by the same artist. Right: MAP@10 of style-basedenetti
for manga pages produced by the same art movement.

Figure 4a shows mean average precisions (MAP@10) of re-
trieval when we vary numbers of style elemenks)( based on his-
togram intersection and chi-square distance, respegtivielo ob-
servations can be made. First, the best MAPs can be obtaihed w
the number of style elements is set as 20 for both distanceanet
Second, measuring similarity by chi-square distance yislijhtly
better performance, i.e., MAP@10 = 0.806.

The top row of Figure 5 shows sample manga pages produced
by three different artists, and the bottom row show the smoeding
distributions of 20 style elements. We can clearly see tHggrdnt
artists have different habits to produce their artworksictvitan be

period, we can view a set of manga pages in the same period aseffectively described by the proposed latent style model.

document. Details of document definition for different apgiions
will be described in the following section.

5. APPLICATIONS

Based on the latent style model, style-based access caiisvexat,
which is beyond conventional manga studies working at featu
level. To develop these applications and conduct evaluatice
collect 100 manga pages from eight different artists andiokdan
evaluation dataset consisting of totally 800 manga pages.

5.1. Style-Based Atrtist Retrieval

To further verify the effectiveness of describing mangawdoc
ments by style elements, we compare the proposed styletHokese
scription with a baseline description. As mentioned in tagibning
of Sec. 4, each manga page is described by the concatenétioa o
features, screentone features, and panel features. Tleasionality
of this feature vector is then reduced to 20 by PCA. For a mdnga
ument consisting of twenty manga pages, we thus have twénty 2
dimensional feature vectofsf,, ..., £ }, Wheref, = (f1, ..., f20)
denotes théth page in the document. To describe the manga docu-
ment, dimension-wise average is calculated over the twiesatyire
vectors to form a 20-dimensional description, i (fi, ..., f20),
wheref; = 35 5222, f;. This description is viewed as the baseline
description for a manga document. Same as the retrievabgsoc

By viewing manga pages produced by the same artist as do¢simenmentioned above, given an artist's manga document (repies®y

we can construct a latent style model to describe artistiest Prac-
tically, from the manga page collection of the same artis,ran-

the baseline description), we would like to retrieve othezuiments
produced by the same artist. Overall, the MAP@10 value pnbthi

domly group them into subsets each consists of 20 manga ,pagesased on the baseline description is 0.238. Comparing hétipeér-
and each subset is viewed as a document. Note that an epifodeformance shown in Figure 4a, we clearly see the superiofithe

an artist’s works usually contains a dozen or more (less #@n
manga pages. An artist's style can be more appropriatelgrithesl

when we consider multiple manga pages coming from an episod

proposed style-based description.

82 Style-Based Art Movement Retrieval

and thus we view 20 manga pages as a document. Documents from

all artists thus form a database. With = 100 (100 visual words),
M = 40 (40 documents), a latent style model, = {aa, .} can
be learnt.

We propose an application of style-based artist retrie@alen
an artist’'s manga document, we would like to retrieve othmaud
ments produced by the same artist. In the evaluation, weoratyd

We can extend the artist-based style description to a brgadge.
An art movement is a tendency or style in art with a specificroom
philosophy or goal, followed by a group of artists. There haen
a solid manga mentoring system in Japan. Many famous aafists
prenticed in a master’s studio to learn manga productiomvthey
were young. Styles of mangas produced by artists coming them

select a document as the query from the database. Based on tbame studio are thus correlated, and we can say these fantistan

latent style model, each document (query document and aksgab
documents) can be represented as a distribution of styfeesits.

art movement. In our evaluation dataset, 8 artists can heeathinto
three different movements. Relationships between theistsaare

The similarity between the query document and a database- docshown in Figure 6.

ment is then measured by histogram intersection or chirsogia-
tance. Most similar database documents are retrieved arkeda
firstin the returned list.

Following the experimental settings described in the nevi
section, we can view 20 manga pages produced by the artitg of
same art movement as a document. A latent style made] =



Fig. 5. Top: sample manga pages from three different artists. Bot
tom: style distributions corresponding to these artists.

. . Fig. 7: Left to right: sample manga pages fralmlo’s Bizarre Ad-
. . venture Part 1 (1987-1988), Part 3 (1989-1992), and Part 8 (2011-).
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Art movement 1 Art movement 2 Art movement 3
[Faity Tail] [Ushio and Tora] [The Devouring of Heaven and Earth]
o T TE
Motomiya
Fig. 8 Sample results of the query and top returned documents.
Note that only the fifth returned document (JoJo3) is fronpieod
% % different from the query (JoJo08).
[Flunk Punk Rumble] [Zatch Bell!]
@ Akira example, since the first volume published in 1983J0’s Bizarre
Miyashia Adventure by Hirohiko Araki has been published for three decades.

[Hyde & Closer] [Fist of the North Star] [Sakigake!! Otokojuku] . ..
There are totally eight parts consisting of more than 11Qmeais. In

different parts, styles of this manga evolve gradually.uFég/ shows
Fig. 6: Three art movements in our dataset, including 2, 3, and $amples produced in three different periods (Part 1, Pam@Part
artists, respectively. Text in ovals and brackets are nashestists 8, denoted by JoJo1, JoJo3, and JoJo8 in the following).
and names of representative manga production, respgctildle We advocate thadrtwork period retrieval can also be achieved
arrows heading from the master to the apprentice. Chagsagier based on the latent style model. Given a query manga document
Yoshihiro Takahashi's production are not human-like, @mastare  from JoJo8, for example, we would like to retrieve documérs
not considered in our work. the database that are also from JoJo8. From the databasenwe ra
domly select query documents, and examine whether theataed
{am, Bm} can thus be built. Given a query, we would like to re- retrieved documents come from the same period as the quiry. F
trieve manga documents produced by artists of the same nemtem yre 8 is an example showing a query and the top returned dattame
Figure 4b shows mean average precisions (MAP@10) of retriev Qverall, the value of MAP@10 is 0.73, which shows the profose
when we vary numbers of style elements, based on histogri@m in  model is feasible to be adopted in finer style analysis.
section and chi-square distance, respectively. Trendsasita that
from artist retrieval can be observed.
Similarly to verify the effectiveness of the proposed styésed
description, we construct the baseline description fohemcument 6. CONCLUSION
based on the same process mentioned in Sec. 5.1. The MAP@10
value obtained by the baseline approach is 0.506, which tssfaw
the performance obtained based on the style-based déseript
Success of applications mentioned in Sec. 5.1 and Sec. 5.2 e
ables that, when a user likes the style embedded in manga pege
read, he/she can retrieve similar artworks without knowantst’s
name or the manga title. This could be a novel and very uganefly
scenario to access mangas.

We have presented screentone features and panel featpeesadly
ﬂesigned for describing manga styles. Based LDA, impligites
elements are discovered in a probabilistic framework. \Whthla-
tent style elements, novel applications including argstieval, art
movement retrieval, and artwork period analysis can beeseli at
the style level rather than the feature level. This work ibebed

to be one of the earliest attempts to systematically studggaa

. ) styles, and may inspire many potential style-based arglygithe
5.3. Style-Based Artwork Period Retrieval future, larger-scale experiments will be performed, andeniono-

In Figure 5 we can easily perceive style difference betweierant ~ Vative ways to access or manage manga documents based e sty
artists, which is confirmed by the promising performancetioeed Wil be proposed.

in Sec. 5.1. Here we also want to evaluate whether the prdpose  Acknowledgement. The work was partially supported by the
style model works well at a finer level, i.e., style evoluticBome  Ministry of Science and Technology in Taiwan under the grant
popular mangas had been published for more than ten years. FMOST103-2221-E-194-027-MY3 and MOST104-2221-E-194:014
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