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ABSTRACT

In this paper, we formulate video tagging as a ti@agraph

matching problem. Starting from existing tags tate originally

provided by video owners, we conduct keyword-basedge

search on Flickr. Tags associated with the retdeweages are
collected as candidate tags for tag suggestionatiRekhips
between keyframes extracted from the same vided shd

candidate tags are then described as a bipargighgrand best
matching between two disjoint sets is accordingdyedmined to
suggest new tags to this video shot. In constrgdtire bipartite
graph, visual characteristics in terms of the bagvard model

and tagging behaviors are jointly considered. Expental results
demonstrate that the proposed features and mettmydathieves
superior performance over previous approaches.

Categories and Subject Descriptors

H.3.1 [Information Storage and Retrieval: Content Analysis
and Indexing -indexing methodd.2.10 [Artificial Intelligence ]:
Vision and Scene Understandingideo analysis

General Terms
Algorithms, Performance, Experimentation.

Keywords
Tag suggestion, tag localization, bipartite grapdtahing, video
annotation.

1. INTRODUCTION

Currently large amounts of videos are shared omtte and thus
impede the efficiency of large-scale video retriearad browsing.
In the last few years, video annotation or tagdiag been widely
studied to facilitate keyword-based video retriewdhny works
have been proposed to conduct video annotationdbase
audiovisual features, temporal information, spatatrelation,
context between spatial/temporal information, aneénesocial
knowledge implicitly provided by users.

We can classify current video annotation works i@ main
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categories: annotation by concept detection andtation by
social media analysis. As concept detectors flbuiis recent
years, many researchers tackle with this issue étecting
concepts in video frames, with main consideration \isual
features. For example, Li et al. [5] jointly corsidspatial
correlation, temporal consistency, and temporaleddpncy of
audiovisual features, and formulate video annotatias a
sequence multi-labeling problem. Features direstlyacted from
video content are used to construct classifieteimkind of work.
On the other hand, the idea of social media armlysit exploits
user’s collective knowledge rather than conterglfitis recently
proposed. Ballan et al. [4] proposed one of thetmexent works
about using social knowledge in video tagging. Base existing
tags that were originally provided by video ownansl were used
to describe the whole video, they conduct keywasdedn image
search on Flickr, retrieve relevant images assediatith tags
from Flickr, and then rank the retrieved tags tdiewe tag
suggestion. Instead of describing the whole viéach video shot
is suggested a set of new tags (from retrieved)taged thus
tagging results are “localized” into correspondshgts.

Figure 1 illustrates the concept of tag suggestiodh localization.
The content owner has tagged this video by “icelahalcano,”
and “eruption.” These tags may or may not suit y@&hot in this
video. Therefore, the goal of our work is to findm tags, in
addition to existing ones, that are appropriatelydéscribe each
video shot.

Although a considerable amount of works have beepgsed to
use concept detectors to annotate videos, perfaenah such
annotation methods is limited due to the notorisesantic gap
problem. Therefore, from the state-of-the-art redearesults,
exploring social knowledge to facilitate video atation seems a
more promising approach. We conduct tag suggestod
localization based on the similar idea in [4]. Mworer, motivated
by the bipartite graph reinforcement model [6] mregd to image
annotation, we model relationship between keyfragms video
shot and candidate tags as a bipartite graph, lenl find best
matching to determine the most appropriate tagmg@oing with
the work in [4], we further investigate user’s tamgbehaviors
and model tag suggestion as a graph matching proble
Comparing with the work in [6], we describe relasbip between
keyframes and candidate tags, rather than existagg and
candidate tags. The bag of visual word represemtati used to
measure visual similarity between images, with tesigned
adaptive weighting scheme to prioritize differeisizal words.

The remainder of this paper is organized as follo8sction 2
provides brief literature survey on image and videgging.
Section 3 provides an overview of the proposed énaark.



Section 4 describes graph construction
Experimental results are given in Section 5, fokdwby the
concluding remarks in Section 6.
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HD 720p Iceland volcano eruption, Eyjafjallajokull - by Sean Stiegemeier
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Existing tagsiceland volcano eruption

Shot 2:
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Shot 3:
smoke, volcano, ..

Shot4:
smoke, volcano, ..

Shot 1:
mountain, cloud, ..

Figure 1. lllustration of tagsuggestion and Iazation.

2. RELATED WORK

2.1 Image Tagging

As the emergence of Web 2.0 and photo sharing teshsmage
tags have been shown to be important clues toitéeilobject
recognition and image retrieval. Ames and Naama#d] [1
investigated the incentives of annotating photosFiickr and
claimed that with tags users can not only easitaliefrom their
own photos, but also make their photos more seblet®y other
people. To automate the annotation process, vapozabilistic
models were built to predict semantic conceptsniages [15],
which handle with the notorious semantic gap pnoblEennedy
et al. [16] study performance variations betweencept detectors
trained by human-annotated data and that traineddata
automatically retrieved from the web. They claintbat some
concepts would gain much from human efforts. Yarale{17]
studied manual annotation in a quantitative way praposed a
learning approach to suggest right images or righwords to
reduce annotation time. With a similar purpose, whek in [18]
developed a recommendation strategy to suppors usephoto
annotation. In [6], an image is annotated by jgicthnsidering its
surrounding text and extended candidate searcloed the web.
A bipartite graph is constructed to describe refathip between
them, and then a reinforcement algorithm is appi@dank tag
candidates. Li et al. [7] take user’s tagging bétranto account
and evaluate tag relevance to facilitate image ingnlor tag
ranking. Similarly, Sun and Bhowmick [19] used ttencept of
language models to estimate effectiveness of a fagm a
different perspective, Wu et al. [20] enhance iméagging by
learning a more appropriate distance metric.

More recently, Liu et al. proposed a semi-automagiproach that
users just need to annotate a small set of repgesenimages,
and then the tags are appropriately propagateelated images
[21][22]. To make tags more descriptive, Yang et @3]
associate color, texture, and location propertiegxisting tags.
Their work makes a further step over current imaagging
studies. For large amounts of loosely-tagged imggadltiple
object tags are given loosely at the image le@ign and Fan [13]

and matching model loosely-tagged images and inter-object cati@l by a

multi-task SVM, and recommend tags for each ohjestance.

2.2 Video Tagging

Comparing with image tagging, relatively fewer saschave been
conducted for video tagging. Ulges et al. [9] prega one of the
first few systems to tag web videos. They consauicitatistical
models based on global and local visual featuresl #hen
estimate the probability of pre-defined tags asged with a
video shot. Siersdorfer et al. [10] observe vistedlundancy
between videos in Youtube, and extensively useptioperty to
recommend tags to videos. Chen et al. [11] consitleven richer
web information such as news reports, videos aed emmments
to describe context of a web video. Their extensieek can also
be found in [12], in which they verified the effeeness of tag
ranking by extensive experiments. Instead of recemding tags
to each individual video shot, Li et al. [5] modédeo annotation
as a sequence multi-labeling problem. They jointhynsider
spatial and temporal context in consecutive videmts and infer
the best labeling sequence in a global optimizatianner.

Similar to the idea of loosely-tagged images [Ba]llan et al. [4]
suggested and localized tags into video shotsngiwgeo tags at
the video level. Based on existing user-providedstathey
searched relevant images from Flickr and retriethedassociated
tags with candidates. The degree of relevancetafao a video
shot is estimated by tag co-occurrence frequency. Rdeo
tagging, our work has the same goal as [4]. Howewverdevelop
a systematic structure to describe relationshige/dsn tags, by
jointly considering visual similarity, tag co-occence, and user’s
tagging behavior. Furthermore, the proposed unifiachework
can be extended to both video and image tag slggeahd
localization, though temporal localization is coothd for videos
and spatial localization is conducted for images.
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Figure 2. System framework.

3. OVERVIEW OF FRAMEWORK

Figure 2 shows framework of the proposed systemvigeo data,
we first perform shot change detection, and therraek
appropriate number of keyframes for each shot bamedhe
global k-means algorithm [1]. The keyframes
X ={x1,z2,..,xp} are then represented as visual word
histograms, in which visual words are derived frohastering
SIFT (Scale-Invariant Feature Transform) descriptft]. The
size of codebook for visual word representatioB0sn this work.

Without loss of generality, we assume that the esinbwner
annotated this video by a single tag Based orta, we search



images on Flickk and retrieve top/N images

Y ={y,,y5,.--yy}. Each of the retrieved images may be
associated with multiple tags, which were providdy
corresponding owners, and these tags provide exeens
knowledge to facilitate tag expansion and locai@atWe cluster
images of the same tag together. That is, if tlaeeK different
tags in the retrieved images,image clusters would be formed.
Note that an image would be categorized into migltidusters,
because it may have multiple tags. Assume that gbhe
Y; ={¥.1,Y: 49, - Y, 1} denotes the retrieved images associated
with the tagt:;, and then we represent the tadpy the average
visual word histogram ofY; . With this design, tags are
represented as the same way as keyframes.

A bipartite graph is then constructed, in which wisjoint sets of
nodes respectively denote keyframes and tags, aotl edge
between nodes is associated with a weight calailbgsed on
similarity between a pair of keyframe and tag, aadging

behaviors. We apply the Hungarian algorithm [3fital the best
matching between nodes, and determine corresportdimgor

each keyframe. Tags associated with keyframesensttime shot
are collected to expand annotation for each vidhet. s

4. BIPARTITE GRAPH CONSTRUCTION
AND MATCHING

4.1 Weighting Scheme

Through querying Flickr by the existing tags, weiexe the top
15 relevant images and collect their associateslaaghe pool for
tag suggestion. With this candidate tag pool, weaildidike to
measure how likely a tag is appropriate for desugita specific
video shot. With this measurement, we could aneatath video
shot with more tags (tag suggestion) that are teatiyacorrelated
with visual content (tag localization).

Let Xj = {@1, %2, ...,z } denote keyframes in a video shot, and
T = {t1,t2,....tn } denote the candidate tag pool collected from
the retrieved image¥ = {y,, Y, .-, ¥ }. One critical issue of
utilizing web-based social knowledge is noisy d&tae to user’s
subjectivity and tagging behaviors, the images #ratassociated
with the tagi?:; don’t necessarily represent the concept
Robustness of the average visual word histogratrrépaesents;

is deteriorated by these noisy images. Therefor¢heé following
we would like to decimate the influence of visuairds derived
from noisy images by an adaptive weighting scheme.

From the perspective of document analysis, somedsv@iay

more important roles in presenting main concepta dbcument.
Based on images associated with the same tag,is v&gved as a
document constituted by visual words. Differentuais words

should be prioritized differently so that similgritalculated based
on visual word histogram can be estimated well.

Importance of a visual word for a tagdepends on two factors:

® A visual word is more important if it frequently @gars in the
image collection associated with the tag

A visual word is more discriminative if it occasally
presents in some images’ visual word histograms. \fsual
word appears in all retrieved images, it providessl|
information for distinguishing truth data from npidata.
According to the factors mentioned above, the téaquency -
inverse document frequency strategy can be usepritoitize

Wi

different visual words. Let the sét ={y, 1, ¥;9,- ¥, ]
denote the retrieved images associated with the:tdthe weight
of thekth visual word is given by

_ fol b (K] y ( .z ) @)

Z4¢€ L+1

wherez denotes int; the number of images containing thin
visual word, and the parameteis set as a small value to avoid
zero denominator. The value[k] denotes frequency in theh
bin of the visual word histogram @f, ,. The first term denotes
the normalized occurrence frequency of Mte visual word. More
frequently this visual word appears ¥ larger the first term is.
The second term denotes degree of discriminatiothisfvisual
word. If this visual word appears in more imagesYin less
important it is.

Note that the weightings are calculated accordinthé retrieved
images associated with a specific tag, rather thametrieved
images. Therefore, these weightings are adaptiekbnged for
different candidate tags, and thus distances betvkegframes
and different tags can be appropriately described.

4.2 Tagging Behavior

In addition to weight different visual words based visual
characteristics, we would like to further consideser's tagging
behavior to more accurately capture tag propeft@s a human-
centric perspective. Tagging behaviors are cla&skiinto two
categories. Firstly, if the tag is frequently used to tag an image,
it implicitly represents consensus of more usergl should be

emphasized. Therefore, the first factois defined as
. &

Mar<; i’ @
1<5<nCj

wherec; denotes the number of users utilizingo tag videos,
andn is the number of distinct tags in the candidatep@ol.

Secondly, for the existing tag, the tag: is more important if
more videos were simultaneously tagged witlandt;. This idea
was also adopted in [4] and [7]. Given the candiday pool, we
count the number of videos that simultaneously aiost tagto
andt;. According to this count, tags in the candidatelpare
sorted in descending order. Lt,r2, ..., s} denote ranks of
candidate tags, i.ex = 1if ¢; is the first top-ranked tag, and
r; = 2if ¢, is the second top-ranked tag. The second fagtimr
tagging behaviors is defined as

Py = A

A+ (r: = 1)

whereJ is a positive value to avoid zero denominator.

4.3 Graph Construction

To discover relationship between video shots agd, tkeyframes
extracted from the same shot and candidate tageeapectively
viewed as two disjoint sets, and we construct aykted bipartite
graph to describe their relationships. Figure 3aghan example
of such bipartite graph. Based on this graph, beatching
between two sets of nodes is accordingly determined

(©)

Weight on each edge is defined as the weightedasityibetween
keyframes and tags. With the weighting scheme amtbifs of
tagging behaviors described above, similarity betwethe
keyframez; and the tad; is calculated by weighted histogram
intersection and is defined as

S(x; t;) =75 x & % (Zf:l wg X min(h;[k], hj[k])), (4)



whereK is the number of visual words, and is the weight for
kth visual word. Note that the tagis represented by the average
visual word histogram of the retrieved images taggeh ¢;. That
is,

hylk] = 4 ¢y helk]
whereL is the number of retrieved images tagged with

4.4 Best Matching

Taking Figure 3 as an example, to provide tag sstgge for the
third video shot, a bipartite graph is construdednclude three
nodes representing three extracted keyframes and rfodes
representing candidate tags. Weights on edgesedeentined by
eqn. (4), and with this graph, the best matchingvben two sets
of nodes are determined as follows.

®)

Given a bipartite graptG = (V, E), whereV = (X,T), a

matching is a set of pairwise non-adjacent edgesyhich each
edge connects one node 3hand one node id’, and no two
edges share a common node. A maximum weighted mgtéha

matching that contains the largest possible edgdsttze sum of
edge weights is maximal. This problem is well stagliand can be
solved by the Hungarian algorithm [3]. By this aigfum, the

determined matching describes the best associdtéaween a
keyframe and a tag. Finally, a video shot is artedtey the

collection of tags associated with the keyframesfithis shot. If
n keyframes are extracted from this video shotags would be
suggested to annotate this shot.

Top relevantfﬁ

Images associated with

Video with tagt, f \
—T— T — |
Shot1l Shot2  Shoi3 %

Images associated with

{Eﬂ

Keyframes in
the shot 3

Tags in the
retrieved images

Figure 3. lllustration of a bipartite graph destri relationship
between keyframes and tags.

4.5 Extension

The method described in Section 4 can be extendedhage
tagging. It's often the case that users just givieva tags to a
photo album. We can view this album as a video, seginent it
into several subsets by time-based clustering artecd-based
clustering. Photos in the same cluster are like fraeyes
mentioned above, and we can precede the same prtocegggest
new tags for each photo cluster. Verification ofs thxtension
would be conducted in the future.

5. EXPERIMENTS
5.1 Video Tagging for Youtube Videos — Expl

We evaluate our system based on a video colledianincludes
top three rated videos from 15 categories in Yoetukhere are
totally 45 videos, consisting of 1368 shots and&ka&yframes.
User-provided tags are grabbed by the Youtube ARd, there

are averagely 11.67 tags for each video afterrifiteout stop
words. The longest video contains 161 video shetsje the

shortest video contains only one shot. ThroughkFIli&PI, we

retrieve images relevant to a query, retrieve astat tags, and
obtain user’s names from Flickr.

® Performance of Tag Suggestion

In this section we would compare our work with asddme
method, which solely considers frequency of taghecandidate
pool to provide suggestion.

Baseline method. The baseline method suggests tags mainly

based on occurrence frequency. Given a set of eyfs
extracted from a video shot, efg1, z2. 3}, we find three
images that are most similar 4e, 1 < i < 3, from the retrieved
image set. The tags associated with these imagesddliected,
and the top five tags that most frequently appeahé tag pool
are returned for tag suggestion.

Accuracy of tag suggestion for each video shotfindd as
_ 1T

= 75l (6)
whereTs denotes the set of suggested tags, Andenotes the
set of correct tags which are manually evaluatéa ffotatior] - |
denotes the number of element in a set. Taggingracg values
of shots in the same video are averaged, and theay values
for the top three videos downloaded from Youtube @areraged
to show the final performance.

accuracy

Table 1 shows performance of tag suggestion foferdifit

Youtube categories. The second, third, and fourtturons
respectively show performance for the baseline awbthour
method jointly considering two tagging behaviordirdel as eqn.
(2) and (3), and our method considering the tagabiens defined
as eqn. (3) only. We see that our approach hasifisagrt

performance improvement for all categories. Thisvah that
jointly considering priority of different visual wds and tagging
behaviors give superior performance over conveationethods
solely counting tag frequency. Because video owpagsided too
noisy tags (“Education”) or we could not correctigtrieve

relevant images corresponding to scientific terdugies

(“Science & Technology”), we obtain much worse perfance
for these two categories. The work in [4] also estéd tag
suggestion based on Youtube videos, and averag&gya@curacy
value was achieved. It's not totally fair to dilgctompare our
work with theirs because the evaluation datasebtsexactly the
same. However, we still can see the trend thatapproach has
apparent superiority. Figure 4 shows two examphkilte of a
video from “Film & Animation” and a video from “New &

Politics.”

Comparing the third column with the fourth colunafthough we
have the same average accuracy, performance wvasafior

different categories reveal interesting observatiofror the
“Sports” category, names of players often co-odoareases the
rank values of some tags that are not truly thggestashowing in
video shots. Therefore, only taking tag co-occureeinto account
doesn’t achieve the best performance. On the ¢ithed, the top-
retrieved videos for the “Education” category afeowat guns,

similar gun names co-occur frequently and trulyspre content in
shots. Relatively fewer distinct users tag imagés these gun
names, and we obtain worse performance if botrofaadefined

in eqn. (2) and (3) are considered.



® Performance of Tag Localization

To evaluate tag localization, we only examine housteng tags
are located in video shots. For this purpose, #m@odhinator in
egn. (6) is the number of existing tags that acatied in this shot,
while the numerator is the number of correctly tedatags. The
average localization accuracy is 0.79, which ishaigthan 0.63
reported in [4]. We have to note again that we t@valuate
exactly the same dataset as in [4] because theateg- videos
keep changing daily in Youtube. Moreover, how taleate tag
localization is actually not clearly defined in [4]

three videos in the same month are averaged. FigoreF5 we
see it is not necessary that our method perforrtterb@hen the
baseline method has better performance. For exampl&ay
2009, lower accuracy is achieved by the baseliniade but our
method achieves very high accuracy. Because tredibasnethod
solely considers tag frequency, such performancedatian
highlights the importance of analyzing tagging betra We can
view user’s tagging behaviors as orthogonal infdiomato tag
occurrence frequency.

Table 2. Information of the selected evaluatiorewislfrom MCG-WEBV.

VideolD Video title Tags
2008-12 All-New 2010 BMW Z4 Roadster 2010, BMW, Z4, Roadste
3135481
773107302 President Bush Attacked By Shoes | Bush,SM@NBC

3107350 ein Iragi wirft Bush Schuhe / Bush, Schuh, Iraq, schuhe, schoes
MamThrows Shoes At Bush

2009-01 Google Latitude Google, Latitude
L Ba8eAse o __
3147786 ___Land of the Lost - Superbowl TV Spot | ___Dahfupride, Anna Friel
3139850 So cute, does anyone know what is thi€ute, animal, amazing, beautiful
e pOLICE animal called?
] g H 2009-02 3138631 Lim Ding Wen iPhone
; : news, drunk, cameray®e Caassess
Figure 4. Examp|e results of tag suggestion_ 3147696 Nokia 5630 XpressMusic Nokia, 5630, XpressMusicsiou
; 773147839 february gmc truck cold start truck, gmc, chev,\gheeold, start,
Table 1. Performance of tag suggestion. crank pomp. podal, prime. a6, 400
Categories Baseline | Our (2)+(3) | Our (3) sb, v8, carb, winter I
Autos & Vehicle: 031 0.8- 0.¢ 2009-03 Tinchy Stryder Ft. N -Dubz - Number 1 Tinchy, Steyd N-Dubz, Dappy,
) : o = 3248576 Number
Comedy 0.40 0.97 0.97 """3248772° " Japanese National Robot HRP 4C iapanese, Naiional, Roboi, HRP,
Educatiot 0.11 0.34 0.4z e-——_______technology of HondaMotor01 ______ 4C,01 .
Entertainmer 0.38 0.94 0.9¢ 3248821 Mimiron's Flying Mount wotlk, mount, mimn, ulduar,
X X . . . ) world of warcraft, raid
F”m & Animation 0.38 0.70 0.85 2009-04 American Idol scream heard round the Al Gokey, cat, American Idol,
3251306 world! Dann
Gamin¢ 0.30 0.5¢ 0.5¢ 3251306 _world' ____ _ __ __ _____ ___Damny
3251189 Fat Kid and TNT Fat Kid, and, TNT, comedy, ac, dc.
HOW_to & Style 0.24 0.81 Ors = = ony
Music 0.23 0.83 0.86 3251142 Denise Richards 7th Inning Stretch MLB, Denise Rids, Wrigley
News & Politic: 0.26 0.5¢ 0.€ 5555 = PP erT Fiek':v 7th i”ninghstemh :

3 P -05 Kimi Raikkonen crash! Rally della raikkonen, crash, kimi, rally, marca,
Nonprofits & Activism | 0.25 0.68 0.63 70010 Marca2000 2000
P80p|e & Blogs 0.45 0.96 0.96 3279064  BMW X5onthebeach ~ BMW, X5, onthe beach
Pets & Animal 0.25 0.7: 0.71 3279141 ’\é'Onmeys Monkeys

. 2009-06 The All New XJ New XJ, Jaguar
Science & Technology| 0.18 0.51 0.5 saosas o oomemm
Sports 0.35 0.83 0.68 73280775 Firefox TV T T Firefox, V.~~~ 7"
< - 3280880 Zombieland Trailer HD zombieland, zombmvie, trailer,
Travel & Everts 044 0.72 0.7 nosomblel
ollywood.com
Average 0.30 0.74 0.74 2009-07 Ferrari 458 Italia teaser Ferrari, 458, FA58, dtali
3281746
5.2 Video Tagging for MCG-WEBYV - Exp2 3281883 NewsAnchorFail F Né\’/v’s\;_/;\ﬁc’ﬁdrcf ﬁéil’,d’sﬁgf’s’lcig’f
i H SRR unny, Videos, Comedy _______
The MCG-WEBV web video benchmark [8] is also usederify 3382073 Title girl gocs fishing tle, girl.dhing
our system. The CoreData part of this benchmarkudes the 2009-09 Samoa Tsunami 2009 Samoa, Tsunami, 2009
“most viewed” videos in months from Dec. 2008 toviN@009 '"gi'g'g'ig"“L‘EkUs‘EF'A"'""'""""'""L'E‘xUs"L‘F'/i'c‘ArE __________
(except for Aug. 2009). There are totally 14,478eds in this  ~~35g,515" "~ What Dogs Are Realy Thinking 1 Dogs, i transiation, dog,
part. Each video is segmented into shots thatheme tepresented chihuahua, talk, funny, funniest,
by several keyframes. Tags provided by users aecaged with : PUPDY _
. . . 2009-10 Bugatti Veyron Lake Crash! Bugatti, veyron, crash
each video at the video level. We randomly selkotd videos 3284716
from each month, and the shot boundaries, keyfraames user- 3285523 Thierry Henry handball controversy ~ Frankeland, handball, Thierry,
i i ity Table 200 - - oo oo henry, maradona, world cup__ ___
pl’OVIded tags are used tO. construct the blpam@l’g Table 2 3285943 Opera Mobile 10 beta Opera, mobile 1@a,bsoftware,
shows the selected videos in our experiments. nokia, smartphones, symbian, 60,
. . browsing
In this experlmgnt we e\(alugte our methOd deyeldpmjad on 2009-11 Insane Canadian Fisherman Insane,  Canadian, Figherm
the eqn. (4) (jointly considering two tagging bebas). Table 3 3286620 1 funny, moments, today, break____
ShOWS the average accuracy values fOI’ the baseib‘(bod our 3287783 Kobe Hits From Behind the Backboard Nizanazing, highlights, Kobe
; At e ] Bryant, Los Angeles Lakers _____
tag SUQQeStlon methde and our tag localizationhowkt These 3287864 Dharni from Singapore - Beatbox BattleBeatbox, Dharni, Asia

results have consistent trends to that in Sectién Ehese reveal
that our system has consistent performance no méalie
evaluated dataset covers a wide or a short temparae of
videos. Figure 5 shows performance variations gfsiaggestion
and localization in different time periods. Accwra@lues for the

TV

Table 3. Performance of tag suggestion and lodaizafor selected
MCG-WEBYV videos.
Baseline

Tag suggestion Tag localization




Average accuracy 0.28 0.73 0.74

1.00

"~ mBaseline suggestion

- mTagsuggestion

Tag localization

Figure 5. Performance of tag suggestion and lomiadiz in
different time periods.

6. CONCLUSION

To accomplish tag suggestion and location for wieas, we
search relevant images from user-shared photoctiolies based
on existing tags, and then model relationship betweags
associated with retrieved images and keyframeshefdriginal
video as a bipartite graph. Tag suggestion is trersformed into
a bipartite graph matching problem. In constructing bipartite
graph, priority of different visual words (visuainslarity) and
frequency of tags utilized by users (tagging bedrvare jointly
considered. The experimental results demonstrae whth the
proposed method we can well capture associationvemet
keyframes and tags, and achieve significantly bettgformance
in tag suggestion. Relationship between video slot more
social knowledge would be investigated to more anbathe
performance in the future.
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