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Abstract

Combinatorial problems are often specified declaratively in logic programs with constraints over finite domains. This paper presents several program transformation and optimization techniques for improving the performance of the class of programs with finite-domain constraints. The techniques include planning the evaluation order of body goals, reducing the domain of variables, planning the instantiation order of variable values, and controlling process granularity and scheduling processes among processors in parallel or distributed systems. The techniques are based on the information about the number of solutions of combinatorial problems. Since the decision versions of many combinatorial problems are NP-complete, if P ≠ NP, there is no polynomial time algorithm for computing the number of solutions for combinatorial problems. This paper presents a simple greedy approximation algorithm for estimating the number of solutions for combinatorial problems over finite domains. Based on this simple algorithm, a class of flexible polynomial time algorithms is also developed.
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1 Introduction

Many problems arising in artificial intelligence and operations research can be formulated as combinatorial problems. A combinatorial problem can be a constraint satisfaction problem or a combinatorial optimization problem. A constraint satisfaction problem involves a set of variables, a domain of values, and a set of constraints on the variables. A solution to such a constraint satisfaction problem is an n-tuple of assignments of domain values to variables such that all the constraints in the problem are satisfied. Usually, either a single solution or all solutions are sought. A combinatorial optimization problem can be viewed as a constraint satisfaction problem, which is further subject to an object function (a maximization or minimization function). Familiar problems that can be formulated as combinatorial problems include boolean satisfiability: deciding whether a boolean formula is satisfiable; subgraph isomorphism: given two graphs, deciding whether one graph is isomorphic to a subgraph of the other one; graph coloring: using the fewest number of colors to color a graph so that adjacent vertices have different colors; and so on.

Combinatorial problems are often specified declaratively in logic programs with constraints over finite domains. This paper will examine in particular the class of programs whose constraints involve only comparison operators ($=, \neq, >, \geq, <, \leq$). These logic programs are usually solved by tree search algorithms: backtracking [4, 5, 27, 32], intelligent backtracking [2, 20], forward checking, looking ahead, or branch and bound algorithms [36]. The performance of the tree search algorithms depends heavily on the evaluation order among domain-value generators and among constraints [14, 29], and the instantiation order of domain values to variables, that is, the order in which domain values are generated by generators [11]. For ordering the evaluation among generators and constraints, existing logic programming systems either dynamically order the evaluation of subgoals [2, 4, 5, 20, 27, 36], which will inevitably incur some runtime overhead, or use very primitive information for static ordering [32], which only achieves restricted benefits. For ordering the instantiation of domain values to variables, no existing system supports this feature yet. This paper presents several program transformation techniques for statically planning the subgoal evaluation order and the instantiation order of domain values to variables. These techniques allow automatic transformation of declaratively specified programs into more efficient programs. The techniques are based on the information about the number of solutions of constraint satisfaction problems. Moreover, knowledge about the number of solutions of constraint satisfaction problems can also be applied to reduce the domain of variables, and control process granularity and schedule processes among processors in parallel or distributed systems.
The decision versions of many constraint satisfaction problems, such as boolean satisfiability, subgraph isomorphism, and graph k-colorability, that decide whether there exists a solution satisfying all the constraints in the problem are NP-complete \cite{6, 18}. Thus if P \neq NP, there is no polynomial time algorithm for computing the number of solutions for constraint satisfaction problems. Rivin and Zabih \cite{31} have proposed an algorithm for computing the number of solutions for constraint satisfaction problems by transforming a constraint satisfaction problem into an integer linear programming problem. If the constraint satisfaction problem has \( n \) variables and \( m \) domain values, and if the equivalent programming problem involves \( M \) equations, then the number of solutions can be determined in time \( O(nm^{2M-n}) \).

We are interested in finding algorithms for computing an upper bound on the number of solutions for constraint satisfaction problems over finite domains of discrete values. This paper presents a simple approximation algorithm based on the greedy method. The basic idea of this algorithm is to reduce recursively a constraint satisfaction problem involving \( n \) variables into a constraint satisfaction problem involving \( n-1 \) variables. Through the reduction, the number of solutions of the constraint satisfaction problem involving \( n-1 \) variables is made to be an upper bound on the number of solutions of the constraint satisfaction problem involving \( n \) variables. Based on this simple algorithm, a class of flexible polynomial time approximation algorithms is also developed. A user can choose the appropriate algorithm according to specific efficiency and precision requirements. These algorithms are particularly useful for programs whose constraints are explicitly expressed as a set of constraints involving comparison operators. In general, it is very difficult to infer non-trivial number of solutions information for this class of programs without considering the net effects of the set of constraints. Estimation of the number of solutions for this class of programs has not been addressed in previous work \cite{9, 28, 33, 38}.

The remainder of this paper is organized as follows. Section 2 formalizes the problem of computing the number of solutions for constraint satisfaction problems and reduces this problem into a graph-theoretical problem that counts the number of cliques in a graph. It then derives a non-trivial upper bound on the number of cliques in a graph and presents a simple approximation algorithm for estimating the number of cliques in a graph based on the derived upper bound. It finally investigates a number of methods for improving the estimation precision and gives the experimental performance of the described algorithms. Section 3 presents several program transformation and optimization techniques and provides experimental measurements of applying these techniques to a set of benchmark programs. Finally, Section 4 concludes this paper.
2 Number of Solutions of Constraint Satisfaction Problems

In this paper we only consider the following class of binary constraint satisfaction problems (binary CSPs): a binary CSP involves a finite set of variables $x_1, \ldots, x_n$, a finite domain of discrete values $d_1, \ldots, d_m$, and a set of unary or binary constraints on variables, namely, constraints involving only one or two variables. A solution to such a CSP is an $n$-tuple of assignments of domain values to variables such that all the constraints in the problem are satisfied. The approximation of $n$-ary CSPs (i.e., with constraints involving $n$ variables) by binary CSPs is discussed in [26]. Hereafter we will assume every CSP is a binary CSP unless otherwise mentioned.

2.1 Number of Solutions and Number of N-cliques

The set of constraints on variables can be represented as a graph $G = (V, E)$, called a consistency graph. Each vertex $v_{i,j}$ in $V$ denotes the assignment of a value $d_j$ to a variable $x_i$, written $x_i \leftarrow d_j$, for $1 \leq i \leq n$ and $1 \leq j \leq m$. There is an edge $(v_{p,q}, v_{q,h})$ between two vertices $v_{p,q}$ and $v_{q,h}$ if the two assignments $x_p \leftarrow d_q$ and $x_q \leftarrow d_h$ satisfy all the constraints involving variables $x_p$ and $x_q$. The two assignments are then said to be consistent. The set of vertices $V_i = \{v_{i,1}, \ldots, v_{i,m}\}$ corresponding to a variable $x_i$ is called the assignment set of $x_i$. The order of a consistency graph $G$ is $(n, m)$ if $G$ corresponds to a CSP involving $n$ variables and $m$ domain values. Because two distinct values cannot be assigned to the same variable simultaneously, no pair of vertices in an assignment set are adjacent. Therefore, the consistency graph of a CSP involving $n$ variables is an $n$-partite graph. As an example, the consistency graph for the problem (the 3-queens problem) with the set of variables $\{x_1, x_2, x_3\}$, the domain $\{1, 2, 3\}$ and the constraints $x_j \neq x_i$ and $x_j \neq x_i \pm (j - i)$, for $1 \leq i < j \leq 3$, is shown in Figure 1.

An $n$-clique of a graph $G$ is a subgraph of $G$ such that it has $n$ vertices and its vertices are pairwise adjacent. Since a solution $s$ to a CSP $p$ involving $n$ variables is an $n$-tuple of assignments of domain values to variables such that all the constraints in $p$ are satisfied, every pair of assignments in $s$ is consistent. Thus, if the constraints involve only conjunctions, then $s$ corresponds to an $n$-clique of the consistency graph of $p$, and the number of solutions of $p$ is equal to the number of $n$-cliques in the consistency graph of $p$; if the constraints involve also disjunctions, then the number of solutions of $p$ is bounded above by the number of $n$-cliques in the consistency graph of $p$. For instance, because there is no 3-clique in the consistency graph in Figure 1, there exists no solution for the corresponding problem.
Therefore, the problem of computing an upper bound on the number of solutions of a CSP is reduced to the problem of computing an upper bound on the number of $n$-cliques in the corresponding consistency graph. We can easily verify that the problem of computing the number of $n$-cliques in a consistency graph is NP-hard because the enumeration version of the graph coloring problem is NP-hard and can be reduced to this problem. The enumeration version of the graph coloring problem, which involves only conjunctive binary constraints, is the problem that counts the number of different ways of coloring a graph using a given number of colors.

We will use $K(G, n)$ to denote the number of $n$-cliques in a consistency graph $G$. Let $G = (V, E)$ be a graph and $N_G(v) = \{w \in V \mid \langle v, w \rangle \in E\}$ be the neighbors of a vertex $v$ in $G$. The adjacency graph of $v$ with respect to $G$, $Adj_G(v)$, is the subgraph of $G$ induced by $N_G(v)$, i.e., $Adj_G(v) = (N_G(v), E_G(v))$, where $E_G(v)$ is the set of edges in $E$ that join the vertices in $N_G(v)$. The following theorem shows that the number of $n$-cliques in a consistency graph can be represented in terms of the number of $(n-1)$-cliques in the adjacency graphs corresponding to the vertices in an assignment set.

**Theorem 2.1** Let $G$ be a consistency graph of order $(n, m)$. Then for each assignment set $V = \{v_1, \ldots, v_m\}$,

$$K(G, n) = \sum_{i=1}^{m} K(Adj_G(v_i), n - 1).$$

(1)

**Proof** Let $G_i$ be the subgraph of $G$ induced by $N_G(v_i) \cup \{v_i\}$. Since no pair of vertices in $V$ are adjacent, $K(G, n) = \sum_{i=1}^{m} K(G_i, n)$. Because $v_i$ is adjacent to every vertex in $N_G(v_i)$, $K(G_i, n) = K(Adj_G(v_i), n - 1)$. □

Theorem 2.1 says that the problem of computing the number of $n$-cliques in a consistency
graph of order \((n, m)\) can be transformed into \(m\) subproblems of computing the number of \((n-1)\)-cliques in a consistency graph of order \((n-1, m)\). However, when \(m\) is larger than 1, the computation will require exponential time \(O(m^n)\). To make it practical, therefore, we need to find a way to combine the set of subgraphs \(\text{Adj}_G(v_1), \ldots, \text{Adj}_G(v_m)\) in Formula (1) into a graph \(H\) such that \(K(H, n-1)\) is an upper bound on \(K(G, n)\).

2.2 An Upper Bound on the Number of N-cliques

To derive an upper bound on \(K(G, n)\) for a consistency graph \(G\) of order \((n, m)\), we extend the representation of a consistency graph to a weighted consistency graph. A **weighted consistency graph** \(G = (V, E, W)\) is a consistency graph with each edge \(e \in E\) associated with a **weight**, \(W(e)\), where \(W : V \times V \to \mathbb{N}\) is a function that assigns a positive integer to an edge \((u, v)\) if \((u, v) \in E\), and assigns 0 to \((u, v)\) if \((u, v) \not\in E\). The aim is to use the weights to accumulate the number of \(n\)-cliques information.

The number of \(n\)-cliques, \(K(G, n)\), in a weighted consistency graph \(G\) of order \((n, m)\) is defined as follows. Let \(S\) be the set of \(n\)-cliques of \(G\) and \(H = (V_H, E_H, W_H) \in S\) be an \(n\)-clique. We define \(K(H, n) = \min\{W_H(e) : e \in E_H\}\), and \(K(G, n) = \sum_{H \in S} K(H, n)\). The intuition behind this formulation involves an operation on graphs and will become clear shortly. Let the weighted consistency graph corresponding to a consistency graph \(G = (V, E)\) be \(G' = (V, E, W)\), where \(W(e) = 1\), for all \(e \in E\). Then we have \(K(G, n) = K(G', n)\) by definition. Thus we can focus on weighted consistency graphs from now on.

We now define a binary operator \(\oplus\), called **graph addition**, on two weighted consistency graphs. Let \(G_1 = (V, E_1, W_1)\) and \(G_2 = (V, E_2, W_2)\) be two weighted consistency graphs with the same set of vertices. Then \(G_1 \oplus G_2 = (V, E_{1 \oplus 2}, W_{1 \oplus 2})\), where \(E_{1 \oplus 2} = E_1 \cup E_2\), and \(W_{1 \oplus 2}(e) = W_1(e) + W_2(e)\), for all \(e \in E_{1 \oplus 2}\). Graphs \(G_1\) and \(G_2\) are said to be the **component graphs** of \(G_1 \oplus G_2\). An example of graph addition is shown in Figure 2. We use the same notation as the one in Figure 1. Suppose every edge in the graphs \(G_1\) and \(G_2\) has weight 1. We can easily verify that every edge in the graph \(G_1 \oplus G_2\) has weight 1 except for edges \((12, 21), (12, 33)\) and \((21, 33)\), which have weight 2, where \((ij, gh)\) denotes the edge joining the vertices that represent \(x_i \leftarrow d_j\) and \(x_g \leftarrow d_h\).

The intuition behind the definition of the number of \(n\)-cliques in a weighted consistency graph \(G\) is that for each \(n\)-clique \(H\) of \(G\), \(K(H, n) = k\) implies that \(H\) appears in at most \(k\) component graphs of \(G\). For instance, for the consistency graph \(G_1 \oplus G_2\) in Figure 2, \(G_1 \oplus G_2\) has three 3-cliques \((11, 23, 32), (12, 21, 33)\) and \((13, 22, 31)\), and 3-clique \((12, 21, 33)\) appears in
both $G_1$ and $G_2$. Thus $K(G_1 \oplus G_2, 3) = 1 + 2 + 1 = 4$. The following theorem shows the effect of graph addition on the number of $n$-cliques in the graphs.

**Theorem 2.2** Let $G_1 = (V, E_1, W_1)$ and $G_2 = (V, E_2, W_2)$ be two weighted consistency graphs of order $(n, m)$. Then

$$K(G_1 \oplus G_2, n) \geq K(G_1, n) + K(G_2, n).$$

**Proof** Let $S, S_1$ and $S_2$ be the sets of $n$-cliques of $G_1 \oplus G_2, G_1$ and $G_2$ respectively. Then $S = S_1 \cup S_2$. Let $H = (V_H, E_H, W_H) \in S$ be an $n$-clique. Then $W_H(e) = W_1(e) + W_2(e)$, for all $e \in E_H$. If $H$ is in both $G_1$ and $G_2$, then $\min \{W_H(e) \mid e \in E_H\} \geq \min \{W_1(e) \mid e \in E_H\} + \min \{W_2(e) \mid e \in E_H\}$. If $H$ is in either $G_1$ or $G_2$, but not both, then $\min \{W_H(e) \mid e \in E_H\} \geq \min \{W_1(e) \mid e \in E_H\}$ and $\min \{W_2(e) \mid e \in E_H\} = 0$, or $\min \{W_H(e) \mid e \in E_H\} \geq \min \{W_2(e) \mid e \in E_H\}$ and $\min \{W_1(e) \mid e \in E_H\} = 0$. If $H$ is in neither $G_1$ nor $G_2$, then $\min \{W_H(e) \mid e \in E_H\} > 0$, and $\min \{W_1(e) \mid e \in E_H\} = \min \{W_2(e) \mid e \in E_H\} = 0$. □

Theorem 2.2 shows that graph addition is a way to combine the set of adjacency graphs so that the number of $n$-cliques in the combined graph is an upper bound on the sum of the

---

Figure 2: An example of graph addition

---
number of \( n \)-cliques in each individual adjacency graph. We now define the weight of an edge in a weighted adjacency graph as follows. Let \( \text{Adj}_G(v) = (V_A, E_A, W_A) \) be the weighted adjacency graph of \( v \) with respect to a weighted consistency graph \( G = (V, E, W) \). For every edge \( \langle u, w \rangle \in E_A \), we define \( W_A(\langle u, w \rangle) = \min(W(\langle v, u \rangle), W(\langle v, w \rangle), W(\langle u, w \rangle)) \). This definition will lead to the same result for weighted consistency graph as Theorem 2.1 for consistency graph.

Theorem 2.3 Let \( G \) be a weighted consistency graph of order \((n, m)\). Then for each assignment set \( V = \{v_1, \ldots, v_m\} \),

\[
K(G, n) = \sum_{i=1}^{m} K(\text{Adj}_G(v_i), n - 1).
\]  

Proof Let \( G_i = (V_{G_i}, E_{G_i}, W_{G_i}) \) be the subgraph of \( G \) induced by \( N_G(v_i) \cup \{v_i\} \). Since no two vertices in \( V \) are adjacent, \( K(G, n) = \sum_{i=1}^{m} K(G_i, n) \). Let \( \text{Adj}_G(v_i) = (V_{A_i}, E_{A_i}, W_{A_i}) \). Because \( v_i \) is adjacent to every vertex in \( N_G(v_i) \), \( \min\{W_{G_i}(e) \mid e \in E_{G_i}\} = \min\{W_{A_i}(e) \mid e \in E_{A_i}\} \). Therefore, \( K(G_i, n) = K(\text{Adj}_G(v_i), n - 1) \).

Thus we have the following theorem to conclude the derivation of an upper bound on the number of \( n \)-cliques in a weighted consistency graph.

Theorem 2.4 Let \( G \) be a weighted consistency graph of order \((n, m)\). Then for each assignment set \( V = \{v_1, \ldots, v_m\} \),

\[
K(G, n) \leq K\left(\bigoplus_{i=1}^{m} \text{Adj}_G(v_i), n - 1\right).
\]

Proof By Theorems 2.2 and 2.3.

2.3 An Approximation Algorithm

We are now ready to present a simple greedy algorithm for computing an upper bound on \( K(G, n) \) for a weighted consistency graph \( G \) of order \((n, m)\). The basic idea is to apply Theorem 2.4 repeatedly to a sequence of consecutively smaller graphs. By starting with the graph \( G \), at each iteration, one assignment set is removed from the graph, and a smaller graph is constructed by performing graph addition on the set of adjacency graphs corresponding to the vertices in the removed assignment set. This assignment set elimination process continues until there are only two assignment sets left. The resultant graph is now a bipartite graph. By
definition, the number of 2-cliques in a weighted bipartite consistency graph is the sum of the weights of the edges (2-cliques) in the graph. The algorithm is shown as follows:

**Algorithm** $n$-cliques($G = (V, E, W), n, m$)

1. **begin**
2. $G_1 := G$
3. **for** $i := 1$ **to** $n - 2$ **do**
4. $G_{i+1} := \bigoplus_{j=1}^{m} Adj_{G_i}(v_i, j)$
5. **od**
6. **return** $\sum_{e \in E_{n-1}} W_{n-1}(e)$
7. **end**

Let us consider the time complexity of the $n$-cliques algorithm. Let $v = nm$ be the number of vertices in the graph and $e$ the number of edges in the graph. Each adjacency graph can be constructed in time $O(v + e)$, and each graph addition can be performed in time $O(v + e)$. Therefore, the total time required for Line 4 is $O(m(v + e))$. Taking the loop into account, Lines 3-5 require time $O(nm(v + e)) = O(v(v + e))$. The summation of weights for a bipartite graph in Line 6 can be performed in time $O(m^2)$. Thus the time complexity for the entire $n$-cliques algorithm is $O(v(v + e))$.

### 2.4 Improving Estimation Precision

In this subsection we investigate three methods for improving the estimation precision of the $n$-cliques algorithm: (1) network consistency; (2) exact expansion; and (3) assignment memorization. For all three methods, applying in full extent will lead to exact solution and exponential time. Therefore, we will examine the tradeoff between efficiency and precision of these methods.

#### 2.4.1 Network Consistency

Since basic backtracking algorithms may incur significant inefficiency, a class of network consistency algorithms has been proposed to improve the efficiency of backtracking algorithms [12, 13, 14, 22, 25, 26, 37]. The basic idea behind the network consistency algorithms is as follows. Each individual constraint in a CSP only makes the local consistencies (consistent assignments between two variables) explicit. Through exploiting some global consistencies (i.e.,
consistent assignments among more than two variables), we might remove beforehand some of the domain values from consideration at each stage of a backtracking algorithm.

We can use the same idea to reduce the consistency graph by removing the edges (local consistencies) that are unable to satisfy global consistencies. For example, a vertex \( v \) in an assignment set must be adjacent to a vertex in every other assignment set so that the assignment corresponding to \( v \) may be in a potential solution; otherwise, we can remove all the edges incident on \( v \). A graph is said to be \( 2 \)-consistent if all its vertices satisfy the above condition. More generally, a consistency graph \( G \) is said to be \( k \)-consistent if for every \((k - 1)\)-clique \( H = (V, E, W) \) in \( G \), there exists at least one vertex \( v \) in every assignment set, apart from those assignment sets containing the vertices in \( V \), such that the subgraph induced by \( V \cup \{v\} \) is a \( k \)-clique. To incorporate an algorithm \( k \)-consistency, which achieves \( k \)-consistency of a graph, into the \( n \)-cliques algorithm, we can just replace the formula \( \bigoplus_{j=1}^n \text{Adj}_G(v_{i,j}) \) in the \( n \)-cliques algorithm by formula \( \bigoplus_{j=1}^n k \text{-consistency}(\text{Adj}_G(v_{i,j})) \). The time complexity for the network consistency algorithms that achieve 2-consistency and 3-consistency are \( O(n^2 m^2) \) and \( O(n^3 m^5) \) respectively [23].

### 2.4.2 Exact Expansion

The exact expansion method tries to balance the precision of Formula (3) and the efficiency of Formula (4). The intent is to first expand the Formula (3) some number of times to exactly generate some subproblems, then use the Formula (4) to approximately solve the expanded subproblems. Each time the Formula (3) is used, the time complexity of the entire algorithm will increase by a factor of \( O(m) \).

### 2.4.3 Assignment Memorization

In the \( n \)-cliques algorithm, the weight of an edge \( e \) at the end of the \( i \)-th iteration denotes the number of component graph sequences \( A_1, \ldots, A_i \) in which the edge \( e \) occurs, where \( A_j \) is the component graph in which the edge \( e \) occurs at the \( j \)-th iteration. Or equivalently, it denotes the number of partial assignments to variables \( x_1, \ldots, x_i \) with which the two assignments corresponding to the edge \( e \) are consistent. Due to the lack of partial assignment information, graph addition is performed without knowing to which partial assignments the weight contributes. The assignment memorization method tries to memorize the weight as well as some partial assignment information so that we can take advantage of this information and perform graph addition in a more precise way.
Operationally, to memorize the most recent variable assignment, each edge of the weighted consistency graph needs to maintain an array of \( m \) weights instead of a single weight. At the end of the \( i \)th iteration of the \( n \)-cliques algorithm, the \( j \)th element of the weight array of an edge \( e \), \( W(e)[j] \), corresponds to the number of partial assignments to variables \( x_1, \ldots, x_i \) to which \( e \) contributes with \( x_i \leftarrow d_j \). Therefore, let \( G_{i+1} = (V, E, W) \) be the graph at the end of the \( i \)th iteration, and \( \text{Adj}_{G_{i+1}}(v_{i,j}) = (V_j, E_j, W_j) \) be the \( j \)th adjacency graph at the \( i \)th iteration. For each edge \( e \in E \), we have \( W(e)[j] = \sum_{k=1}^{m} W_j(e)[k] \). The memorization of \( k \) variable assignments will cost the entire algorithm a factor of \( O(m^k) \) in both time and space.

### 2.5 Experimental Performance

We now give the experimental performance of the algorithms described in the previous subsections. Experiments are performed on a set of randomly generated consistency graphs. The edges in the graphs are chosen independently and with the probability 0.75. The probability 0.75 is chosen so that the graphs have reasonably high density to have a reasonable number of cliques.

Apart from the \( n \)-cliques algorithm, we also incorporate network consistency, exact expansion and assignment memorization algorithms into the \( n \)-cliques algorithm. The 2-consistency and 3-consistency algorithms achieve respectively 2-consistency and 3-consistency for each constructed adjacency graph; the 1-expansion and 2-expansion algorithms expand the Formula (3) once and twice respectively; the 1-memorization and 2-memorization algorithms memorize respectively the most recent one and two variable assignments. We apply each algorithm to 16 random graphs for each of the orders \((4,4), (5,5), \ldots, (8,8)\).

The performance results are shown in Figure 3. Figures 3(a), 3(c) – 3(h) display the relative error of the algorithms with respect to the order of the consistency graphs. The relative error is defined as \( (K - K^*)/K^* \), where \( K \) and \( K^* \) denote, respectively, the estimated and the exact number of \( n \)-cliques in the graph. The results show that the relative error of the algorithms increases as the order of the graph grows. Because the number of graph additions performed increases as the order of the graph grows, the estimation error accumulated via graph addition also increases. Furthermore, since the number of \( n \)-cliques in a graph usually grows exponentially with respect to the order of the graph, the growth rate of the relative error is also very high. However, the relation between two exact solutions usually also reflects upon the corresponding estimated solutions. This result is shown in Figure 3(b). Here we compare the relation between two exact solutions with the relation between the two corresponding estimated solutions for all pairs of the 16 random graphs. The relativity ratio is the ratio
Figure 3: Experimental performance
between the number of pairs that preserve the relation and the total number of pairs.

The results also show that the low-order network consistency algorithms do not work well for dense graphs. In general, as the density of graphs becomes higher, the graphs are more likely to be low-order consistent. However, for applications where network consistency algorithms work well for finding solutions, the method of using network consistency algorithms for estimating the number of solutions will also work well. On the other hand, the exact expansion algorithms and the assignment memorization algorithms can still significantly improve the estimation precision for dense graphs. Moreover, the relative error growth rate for the assignment memorization algorithms is slightly more stable than for the exact expansion algorithms. The reason is that the assignment memorization algorithms improve the precision evenly at each iteration of the process, while the exact expansion algorithms improve the precision mainly at the beginning iterations of the process.

Note also that because these algorithms can achieve any degree of precision by paying the price on efficiency, it is also possible to construct adaptive algorithms that will adaptively decide the amount of efforts to invest based on the order and density of the graphs and the precision requirements.

3 Transformation and Optimization Techniques

The algorithms presented in the previous section are particularly useful for programs whose constraints are explicitly expressed as a set of constraints involving comparison operators. In general, it is very difficult to infer nontrivial number of solutions information for this class of programs without considering the net effects of the set of constraints. However, given the domain information about the variables in the constraints, the consistency graph corresponding to the constraints can be efficiently built by using simple integer interval arithmetic and set manipulations. Given the consistency graph, nontrivial number of solutions information can be efficiently inferred as well by using the presented algorithms. This section uses an example to illustrate several program transformation and optimization techniques based on the number of solutions information, and gives experimental measurements on a set of benchmark programs. The measurements are conducted using SICStus Prolog [3] and running on Sun4.

The benchmark programs include a crypt-arithmetic problem: the send-more-money puzzle [21]; the eight-queens problem; the five-houses puzzle [21]; a job scheduling problem [1, 36]; a

\[1\] Domain information can be inferred at compile time [15, 24, 30, 39] or declared by users [36].
boolean satisfiability problem: a liar puzzle [21]; the magic 3 x 3 squares problem [21]; a map coloring problem [2]; and a network flow problem [34].

The example problem is a job scheduling problem [1, 36]. The problem is to find schedules for a project that satisfy a variety of constraints among its jobs. Typical constraints in job scheduling problems include precedence constraints, which specify the precedence among the jobs; disjunctive constraints, which indicate the mutual exclusion among the jobs due to the sharing of resources; and many other constraints. An example of precedence constraints is given by the following predicate:

    precedence_constraints(SA,SB,SC,SD,SE,SG,SEnd) :-
        SB >= SA + 2, SC >= SA + 2, SD >= SA + 2, SE >= SB + 3, SE >= SC + 5,
        SF >= SD + 6, SG >= SE + 2, SG >= SF + 3, SEnd >= SG + 1.

Here variables SA,...,SEnd represent the starting time of the jobs A,...,End. The constraint ‘SB >= SA + 2’ specifies that the job A takes 2 units of time to complete and the job B can be started only after the job A has completed. The job End is a dummy job denoting the end of the project. An example of disjunctive constraints is given by the following predicate:

    disjunctive_constraints(SB,SC) :- SC >= SB + 3.
    disjunctive_constraints(SB,SC) :- SB >= SC + 5.

This predicate indicates that the jobs B and C cannot be performed at the same time due to the sharing of resources. We can then express the constraints for the project that involves the above precedence and disjunctive constraints as follows:

    schedule_constraints(SA,SB,SC,SD,SE,SG,SEnd) :-
        precedence_constraints(SA,SB,SC,SD,SE,SG,SEnd),
        disjunctive_constraints(SB,SC).

Given the duration in which the project is supposed to be carried out, a schedule that satisfies the schedule constraints can be expressed as follows:

    schedule(Duration,SA,SB,SC,SD,SE,SG,SEnd) :-
        generator(Duration,SA), generator(Duration,SB),
        generator(Duration,SC), generator(Duration,SD),
        generator(Duration,SE), generator(Duration,SF),
Here the predicate \texttt{generator/2} generates all possible time slots (integers in this case) in a given duration.

\subsection{Ordering Subgoals}

Seki and Furukawa [32] have presented a technique of transforming a generate and test program into a more efficient program by interleaving generators and constraints using the mode information (specifying the input and output characterization of arguments) of the generators. In their method, subgoals are unfolded and rearranged so that constraints are interleaved into generators immediately after the constraints become active. Using this technique, the predicate \texttt{schedule/9} can be transformed into the following more efficient predicate:

\begin{verbatim}
schedule(Duration,SA,SB,SC,SD,SE,SF,SG,SEnd) :-
  generator(Duration,SA),
generator(Duration,SB),
  SB >= SA + 2,
generator(Duration,SC),
  SC >= SA + 2,
disjunctive_constraints(SB,SC),
generator(Duration,SD),
  SD >= SA + 2,
generator(Duration,SE),
  SE >= SB + 3,
  SE >= SC + 5,
generator(Duration,SF),
  SF >= SD + 6,
generator(Duration,SG),
  SG >= SE + 2,
  SG >= SF + 3,
generator(Duration,SEnd),
  SEnd >= SG + 1.
\end{verbatim}

Notice that the rearrangement of the constraints is based on the order of the generators, and the order of the generators are usually unchanged. However, an appropriate rearrangement of generators may often significantly improve the program efficiency as well. We now examine two program transformation techniques that extend the technique of Seki and Furukawa by also rearranging the order of generators. These techniques are based on the \textit{fail-first principle} [14]. This principle advises to try early the part that is most likely to fail so that the pruning can be performed early. The first transformation technique is based on global number of solutions information, while the second one is based on local number of solutions information.

\subsubsection{Global Number of Solutions Information}

Applying the fail-first principle, we can use the heuristic that chooses early the generators that generate the fewest values satisfying the constraints in the program. The \textit{n-cliques algorithm}
can be employed to estimate this kind of global number of solutions information associated with each variable. In essence, the 1-expansion $n$-cliques algorithm is applied to each variable so that we can obtain separately the number of solutions associated with each domain value of the variables. Since the $n$-cliques algorithm is an upper bound estimation, for each variable we have an upper bound estimate on the number of domain values satisfying the set of constraints in the program. As a result, for a consistency graph involving $v$ vertices and $e$ edges, computing the number of solutions for all the variable values (i.e., all the vertices in the graph) will require the time complexity $O(v^2(v + e))$.

Applying the 1-expansion $n$-cliques algorithm to the predicate `schedule_constraints/8` in the example program for the duration [1..15], the number of solutions associated with each variable value is estimated as follows. We use a pair $(i, j)$ related to a variable $v$ to designate that there are $j$ solutions in which the value of $v$ is $i$. If there is no entry for a value $i$, then no solution is associated with $i$.

SA: (1,60), (2,6);
SB: (3,24), (4,11), (8,18), (9,15);
SC: (3,24), (4,9), (6,18), (7,15);
SD: (3,32), (4,24), (5,10);
SE: (11,24), (12,42);
SF: (9,12), (10,26), (11,28);
SG: (13,12), (14,54);
SEnd: (14,6), (15,60).

Therefore, in the example, variable SA has the value 1 in 60 solutions, the value 2 in 6 solutions, and no other values of SA can satisfy the set of constraints in the program. Based on the number of solutions information, we can assign an initial order among the variables as \{SA, SE, SG, SEnd, SD, SF, SB, SC\}. Nevertheless, this initial order is not necessary to work well because we still have to interleave the generators and the constraints appropriately. For example, note that in predicate `precedence_constraints/8` there is no constraint involving both variables SA and SE. If we follow the initial order, in order to start executing the constraints, we still need to generate values for another variable. We will generate values for variable SD if we want to test the constraint ‘SD >= SA + 2’ first, or for variable SC if we want to test the constraint ‘SE >= SC + 5’ first. In the former case, there is no need to generate values for SE before the values of SD are generated; on the other hand, in the latter case, it is not necessary to put the generator for SA before the generators for SC and SE.
We now describe a simple scheme for adjusting the initial order among variables by taking into account the relationships of variables in the constraints. We call a constraint \( c \) a forward-checkable constraint of a variable \( v \) if \( v \) appears in \( c \) and all the other variables in \( c \) are ordered ahead of \( v \) [36]. That is, a forward-checkable constraint of \( v \) will become active when \( v \) is instantiated. We will associate each variable \( v \) with two lists: a variable list that contains the variables appearing together with \( v \) in at least one constraint, and a constraint list that contains the forward-checkable constraints of \( v \) according to a partially determined ordering. For example, since variable \( SB \) appears with variable \( SA \) in the constraint ‘\( SB > = SA + 2 \)’, \( SB \) is included in the variable list associated with \( SA \). In addition, if \( SB \) has been ordered ahead of \( SA \), then the constraint ‘\( SB > = SA + 2 \)’ becomes a forward-checkable constraint of \( SA \) and is included in the constraint list associated with \( SA \). Thus for the example problem we have the following association at the beginning:

\[
\begin{align*}
SA : & \{SB, SC, SD\}, \{} \\
SB : & \{SA, SC, SE\}, \{} \\
SC : & \{SA, SB, SE\}, \{} \\
SD : & \{SA, SF\}, \{} \\
SE : & \{SB, SC, SG\}, \{} \\
SF : & \{SD, SG\}, \{} \\
SG : & \{SE, SF, SEnd\}, \{} \\
SEnd : & \{SG\}, \{}
\end{align*}
\]

To rearrange the order, we start with choosing the variable \( SA \) as the first variable because it is the variable with the fewest number of values satisfying the constraints in the program. After variable \( SA \) is chosen as the first variable to generate, the association becomes

\[
\begin{align*}
SB : & \{SC, SE\}, \{SB > = SA + 2\} \\
SC : & \{SB, SE\}, \{SC > = SA + 2\} \\
SD : & \{SF\}, \{SD > = SA + 2\} \\
SE : & \{SB, SC, SG\}, \{} \\
SF : & \{SD, SG\}, \{} \\
SG : & \{SE, SF, SEnd\}, \{} \\
SEnd : & \{SG\}, \{}
\end{align*}
\]

Notice the updates of the constraint lists associated with variables \( SB, SC \) and \( SD \). Then among the variables in the list associated with \( SA \), i.e., \( \{SB, SC, SD\} \), we choose the next variable according to the following criteria:
1. choose the variable with the fewest number of values satisfying the constraints;

2. if there is a tie, choose the variable with the most number of forward-checkable constraints;

3. if there is still a tie, use the natural order of generators.

In this case, it is variable SD. Thus at this point, the constraint ‘SD >= SA + 2’ can be tested right after the values of SA and SD are generated. After that, the variables in both the list associated with SA and the list with SD, namely, {SB, SC, SF}, are under consideration. Among them, variable SF would be chosen as the next variable. We can continue this process and generate the new order as {SA, SD, SF, SG, SE, SEnd, SB, SC}. According to this new order, an even more efficient predicate schedule can be given as follows:

```
schedule(Duration, SA, SB, SC, SD, SE, SF, SG, SEnd) :-
    generator(Duration, SA),
    generator(Duration, SD), SD >= SA + 2,
    generator(Duration, SF), SF >= SD + 6,
    generator(Duration, SG), SG >= SF + 3,
    generator(Duration, SE), SE >= SG + 2,
    generator(Duration, SEnd), SEnd >= SE + 1,
    generator(Duration, SB), SB >= SA + 2, SE >= SB + 3,
    generator(Duration, SC), SC >= SA + 2, SE >= SC + 5,
    disjunctive_constraints(SB, SC).
```

We have conducted experimental measurements on the benchmark programs. The programs are executed for a generate and test version (GT), a version using the transformation technique of Seki and Furukawa (SF), and a version using our goal ordering transformation technique based on global number of solutions information (GO). The result is shown in the Table 1. The result shows that the goal ordering transformation based on the local number of solutions information produces more efficient program than Seki and Furukawa’s technique for all the benchmark programs except the liar puzzle program. The reason for the worse performance of the GO version of the liar puzzle program is as follows. The 1-expansion n-cliques algorithm infers that there is only one domain value satisfying the constraints in the program for every variable. Therefore, the ordering decision is solely based on the number of forward-checkable constraints associated with each variable. However, in the presented simple scheme, different types of constraints are not distinguished between themselves. We can easily see that equalities usually prune more search space than inequalities, and they should have heavier weight than
Table 1: Measurements for goal ordering transformations (times in seconds)

<table>
<thead>
<tr>
<th>Benchmarks</th>
<th>GT</th>
<th>SF</th>
<th>GO</th>
<th>GO/SF</th>
<th>LO</th>
<th>LO/SF</th>
</tr>
</thead>
<tbody>
<tr>
<td>send-more-money</td>
<td>3600.000 †</td>
<td>34.6400</td>
<td>0.0781</td>
<td>0.0022</td>
<td>0.0828</td>
<td>0.0023</td>
</tr>
<tr>
<td>eight-queens</td>
<td>2496.650</td>
<td>0.9879</td>
<td>0.9879</td>
<td>1.0000</td>
<td>0.8419</td>
<td>0.8522</td>
</tr>
<tr>
<td>five-houses</td>
<td>3600.000 †</td>
<td>0.3451</td>
<td>0.1382</td>
<td>0.4004</td>
<td>0.0409</td>
<td>0.1185</td>
</tr>
<tr>
<td>job-scheduling</td>
<td>3600.000 †</td>
<td>4.2800</td>
<td>0.7531</td>
<td>0.1759</td>
<td>0.6109</td>
<td>0.1427</td>
</tr>
<tr>
<td>liar-puzzle</td>
<td>0.0659</td>
<td>0.0067</td>
<td>0.0068</td>
<td>1.0149</td>
<td>0.0066</td>
<td>0.9850</td>
</tr>
<tr>
<td>magic-squares</td>
<td>3600.000 †</td>
<td>0.8469</td>
<td>0.2322</td>
<td>0.2741</td>
<td>0.2132</td>
<td>0.2517</td>
</tr>
<tr>
<td>map-coloring</td>
<td>2608.700</td>
<td>3.4029</td>
<td>0.8948</td>
<td>0.2529</td>
<td>1.0014</td>
<td>0.2942</td>
</tr>
<tr>
<td>network-flow</td>
<td>1595.650</td>
<td>0.7855</td>
<td>0.6649</td>
<td>0.8464</td>
<td>0.6649</td>
<td>0.8464</td>
</tr>
</tbody>
</table>

inequalities. The worse performance of the GO version of the liar puzzle program is mainly due to this kind of imprecision. This drawback will be alleviated in the technique using local number of solutions information.

3.1.2 Local Number of Solutions Information

Instead of using the number of solutions information subject to all the constraints, we now use the number of solutions information subject to each individual constraint. Besides, this information will be applied locally. Applying the fail-first principle, we will use the heuristic that chooses early the generators that generate the fewest values satisfying the active constraints instead of all the constraints in the program. Given the domain information for each variable, we will estimate the success probability of each constraint, and estimate the joint success probability of a set of active constraints. We will assume that a domain is given as an integer interval or a set of atoms so that we can use simple integer interval arithmetic for arithmetic constraints and simple set manipulations for non-arithmetic equality or disequality constraints.

Since the set of constraints that become active after a variable \( v \) is instantiated is just the set of forward-checkable constraints of \( v \) with respect to the set of variables instantiated ahead of \( v \), we will estimate the success probability of a constraint under the condition that it is forward-checkable. As a result, for each constraint \( c \), we can associate a (possibly distinct) success probability of \( c \) with each variable occurring in the constraint because any ordering
of variables is possible. For instance, let us consider the constraint ‘\( SB \geq SA + 2 \)’ in the example problem. Given the duration \([1..15]\), if \( SA \) is ordered ahead of \( SB \), then we can view the constraint as ‘\( SB \geq [1..15] + 2 \)’. Using integer interval arithmetic, we can obtain ‘\( SB \geq [3..17] \)’. If we assume that all the values in \([3..17]\) have the same distribution, then the success probability of the constraint is 0.404 because there are totally \( 15 \times 15 \) distinct \((SA,SB)\) value pairs and \((13 \times 14)/2\) of them satisfy the constraint. We make the assumption that all the values in the computed interval have the same distribution for the sake of efficiency. It would be too expensive to maintain distribution information for each individual value in the interval. Similarly, we can obtain ‘\( SA =< [1..13] \)’ if \( SB \) is ordered ahead of \( SA \). Assuming that all the values in \([-1..13]\) have the same distribution, the success probability of the constraint is also 0.404. However, in general, the success probability of a constraint may be different for different variables. In this way, we can estimate the success probability for each constraint with respect to each variable occurring in the constraint.

We now consider the joint success probability of a conjunction or disjunction of constraints. Let \( c_1, \ldots, c_n \) be a conjunction of forward-checkable constraints of a variable \( v \) with the success probabilities \( p_1, \ldots, p_n \). If we assume that the success probabilities of the constraints are independent of each other, then the joint success probability of this set of constraints can be estimated simply as \( \prod_{i=1}^{n} p_i \). We also make the assumption that the success probabilities of the constraints are independent of each other for the sake of efficiency. Maintaining the dependency between the constraints will complicate the analysis significantly. Similarly, let \( c_1, \ldots, c_n \) be a disjunction of forward-checkable constraints of a variable \( v \) with the success probabilities \( p_1, \ldots, p_n \). Assuming that the success probabilities of the constraints are independent of each other, the joint success probability of this set of constraints can be estimated simply as \( 1 - \prod_{i=1}^{n} (1 - p_i) \).

We now describe a simple scheme for ordering the variables for instantiation. For each variable \( v \), we maintain two lists of constraints: a list that contains the forward-checkable constraints of \( v \), and a list that contains the constraints in which \( v \) appears but which is not forward-checkable. The first list of constraints has an immediate effect on the search space when \( v \) is instantiated, while the second list of constraints has impact at the later stages of the search. Let \( n \) be the domain size of \( v \), and \( p \) be the joint success probability of the set of forward-checkable constraints of \( v \), namely, the first list of constraints associated with \( v \). Then the number of values of \( v \) satisfying the set of forward-checkable constraints can be estimated as \( np \). It is interesting to note that in the context of forward checking algorithm this estimate can be interpreted as the number of values left in the domain of \( v \). Simultaneously, we also estimate the joint success probability of the constraints in the second list associated with \( v \).
Let this probability be $q$. Then we will use the following criteria to order the variables:

1. choose the variable with the fewest number of values satisfying its forward-checkable constraints, i.e., with the smallest value of $np$;

2. if there is a tie, choose the variable with the smallest success probability $q$ (or the largest failure probability $1 - q$);

3. if there is still a tie, use the natural order of generators.

Apart from the rearrangement of the generators, using the success probabilities of the forward-checkable constraints, we can also rearrange the order of the active constraints. Applying the fail-first principle, we will test early the constraints that have the smallest success probability so that fewer tests will be performed.

Experimental measurements for the goal ordering transformation based on local number of solutions information have also been conducted. The version using the local number of solutions information (LO) is compared with the version using the technique of Seki and Furukawa (SF). The result is also shown in Table 1. The result shows that the goal ordering transformation based on the local number of solutions information produces more efficient program than Seki and Furukawa’s technique for all the benchmark programs. The result also shows that there is no clear winner for the two transformation techniques based on the number of solutions information. For the send-more-money program and the map coloring program, the technique using global number of solutions information is better. On the other hand, for other programs, the technique using local number of solutions information is superior. We also note that for the eight-queens program, although the order of the generators are the same in all three versions, the better performance of the LO version is due to the rearrangement among the active constraints.

Note that the above simple scheme ignores the different costs among generators and constraints. It is possible to take into account the different costs of generators and constraints when making ordering decision. For example, we have used the number of procedure calls as the metric of cost to estimate the different costs of generators and constraints. For any two variables $v_1$ and $v_2$, assume that $v_1$ is ordered ahead of $v_2$. Then let $t_1$ be the cost for executing the generator for $v_1$ and the set of forward-checkable constraints of $v_1$, and $t_2$ be the cost for executing the generator for $v_2$ and the set of forward-checkable constraints of $v_2$. Also, let $n$ be the domain size of $v_1$, and $p$ be the joint success probability of the set of forward-checkable constraints of $v_1$. If these two variables are consecutively ordered, then the cost of executing
them would be $t_1 + npt_2$. Similarly, we can also estimate the cost for the case when $v_2$ is ordered ahead of $v_1$. With these cost information, we will choose to use the order that produces the smaller cost.

We have also performed experimental measurements on the benchmark programs for this extended goal ordering transformation technique. However, we obtain the same variable orders as the ones produced by the transformation technique using local number of solutions information for all the benchmark programs. Besides, there are only a few differences on the order among active constraints. Therefore, we do not include this set of measurements in the paper. Nevertheless, we expect that we can certainly benefit from this extended technique for programs with more complicated constraints.

In constraint programming language CHIP [36], consistency techniques (e.g., forward checking and looking ahead) are used to solve combinatorial problems. To apply consistency techniques, the domains of variables are maintained at runtime so that inconsistent domain values can be eliminated actively through the propagation of constraints. With the domain information available at runtime, many heuristics for ordering variables for instantiation can be performed dynamically. For example, using the fail-first principle, the variable with the fewest values left in the domain is chosen as the next variable to instantiate. This dynamic ordering can improve the program efficiency in many cases. However, due to the runtime overhead incurred by dynamic ordering, in some cases applying only consistency techniques is better than applying both consistency techniques and dynamic ordering [7, 36]. In such cases static ordering provides an alternative approach to improving the program performance.

### 3.2 Reducing Variable Domains

Since the estimation of the $n$-cliques algorithm is an upper bound estimation, if the number of solutions associated with a variable value is inferred to be zero, then we can safely remove this value from the corresponding domain at compile time. Moreover, recall that the 1-expansion $n$-cliques algorithm is applied to every variable to obtain the number of solutions for all the variable values. Knowing that a value cannot lead to a solution, we can also safely remove the corresponding vertex in the consistency graph without affecting correctness. This reduction can indeed improve both the efficiency and precision of the 1-expansion $n$-cliques algorithm.

Therefore, for the example problem, the predicate `generator/2` can be specialized into the following new generator predicates at compile time:

\[
\text{gen}_a(1), \quad \text{gen}_a(2).
\]
Experimental measurements for domain reducing optimization have been conducted on the benchmark programs. Among them, the eight-queens program, the magic squares program and the map coloring program have no variable values that can be removed. Since the program transformation from a generator using recursive predicate to a generator using a set of facts usually also reduce the execution time, we use the version using facts to measure the sole effects from the domain reducing optimization. For each goal ordering technique, the programs are executed for a version without domains reduced (UGO and ULO) and a version with domains reduced (RGO and RLO). The result is shown in the Table 2. From the measurements, combining the goal ordering transformation and the domain reducing optimization can speed up the execution of the send-more-money puzzle program and the job scheduling program by a factor of more than a hundred. Notice also that for the five-houses puzzle program and the liar puzzle program.

<table>
<thead>
<tr>
<th>Benchmarks</th>
<th>SF</th>
<th>UGO</th>
<th>RGO</th>
<th>RGO/UGO</th>
<th>RGO/SF</th>
</tr>
</thead>
<tbody>
<tr>
<td>send-more-money</td>
<td>34.6400</td>
<td>0.0514</td>
<td>0.0471</td>
<td>0.9163</td>
<td>0.0013</td>
</tr>
<tr>
<td>five-houses</td>
<td>0.3451</td>
<td>0.0856</td>
<td>0.0297</td>
<td>0.3469</td>
<td>0.0860</td>
</tr>
<tr>
<td>job-scheduling</td>
<td>4.2800</td>
<td>0.4187</td>
<td>0.0511</td>
<td>0.1220</td>
<td>0.0119</td>
</tr>
<tr>
<td>liar-puzzle</td>
<td>0.0067</td>
<td>0.0065</td>
<td>0.0060</td>
<td>0.9230</td>
<td>0.8955</td>
</tr>
<tr>
<td>network-flow</td>
<td>0.7855</td>
<td>0.4531</td>
<td>0.4418</td>
<td>0.9750</td>
<td>0.5624</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>SF</th>
<th>ULO</th>
<th>RLO</th>
<th>RLO/ULO</th>
<th>RLO/SF</th>
</tr>
</thead>
<tbody>
<tr>
<td>send-more-money</td>
<td>34.6400</td>
<td>0.0542</td>
<td>0.0482</td>
<td>0.8892</td>
<td>0.0013</td>
</tr>
<tr>
<td>five-houses</td>
<td>0.3451</td>
<td>0.0367</td>
<td>0.0312</td>
<td>0.8666</td>
<td>0.0904</td>
</tr>
<tr>
<td>job-scheduling</td>
<td>4.2800</td>
<td>0.3138</td>
<td>0.0378</td>
<td>0.1204</td>
<td>0.0088</td>
</tr>
<tr>
<td>liar-puzzle</td>
<td>0.0067</td>
<td>0.0062</td>
<td>0.0060</td>
<td>0.9677</td>
<td>0.8955</td>
</tr>
<tr>
<td>network-flow</td>
<td>0.7855</td>
<td>0.4531</td>
<td>0.4418</td>
<td>0.9750</td>
<td>0.5624</td>
</tr>
</tbody>
</table>

Table 2: Measurements for domain reducing optimization (times in seconds)
puzzle program, the 1-expansion n-cliques algorithm infers that for each variable at most one value in the domain can satisfy the constraints in the problem. Consequently, after reducing the variable domains, these programs can be solved without any backtracking at runtime.

In the benchmark programs above, the goal ordering transformation is applied ahead of the domain reducing optimization. It is reasonable to reverse this application order. But, since domains will be represented as sets of atoms, instead of integer intervals, after applying the domain reducing optimization, we will be forced to use set manipulations, rather than integer interval arithmetic, for arithmetic constraints when applying the goal ordering transformation. We use the original order because set manipulations are usually much more expensive than integer interval arithmetic. However, this may cause some loss in precision.

3.3 Determining Instantiation Order of Variable Values

For some applications, such as theorem proving, planning and vision problems, finding a single solution is sufficient. For some other applications, such as combinatorial optimization problems, an optimal solution is sought. In this latter situation, usually, the branch and bound algorithm is employed, and we will try to find a first solution as soon as possible so that we can start the pruning early. In all these cases, the order in which the domain values are instantiated to the variables may have profound effect on the program performance.

In the example problem, suppose we are interested in obtaining any of the schedules that satisfy the schedule constraints. Then we can use the number of solutions information to determine the instantiation order of variable values. A simple heuristic is to choose the value that is associated with the most number of solutions as the first value to be instantiated. Thus using the information about the number of solutions, we can rearrange the order of the clauses in the generator predicates as follows:

```
  gen_a(1).   gen_a(2).
gen_b(3).     gen_b(8).    gen_b(9).     gen_b(4).
gen_c(3).     gen_c(6).    gen_c(7).     gen_c(4).
gen_d(3).     gen_d(4).    gen_d(5).
gen_e(12).    gen_e(11).
gen_f(11).    gen_f(10).    gen_f(9).
gen_g(14).    gen_g(13).
gen_end(15).   gen_end(14).
```
Table 3: Measurements for clause ordering transformation (times in milliseconds)

<table>
<thead>
<tr>
<th>Benchmarks</th>
<th>GNO</th>
<th>GCO</th>
<th>GCO/GNO</th>
<th>LNO</th>
<th>LCO</th>
<th>LCO/LNO</th>
</tr>
</thead>
<tbody>
<tr>
<td>send-more-money</td>
<td>22.370</td>
<td>9.540</td>
<td>0.873</td>
<td>22.570</td>
<td>19.611</td>
<td>0.868</td>
</tr>
<tr>
<td>eight-queens</td>
<td>41.590</td>
<td>13.530</td>
<td>0.325</td>
<td>32.429</td>
<td>11.201</td>
<td>0.345</td>
</tr>
<tr>
<td>job-scheduling</td>
<td>0.292</td>
<td>0.243</td>
<td>0.832</td>
<td>0.280</td>
<td>0.241</td>
<td>0.860</td>
</tr>
<tr>
<td>magic-squares</td>
<td>19.251</td>
<td>5.089</td>
<td>0.472</td>
<td>50.240</td>
<td>0.790</td>
<td>0.015</td>
</tr>
<tr>
<td>network-flow</td>
<td>0.730</td>
<td>0.289</td>
<td>0.395</td>
<td>0.730</td>
<td>0.289</td>
<td>0.395</td>
</tr>
</tbody>
</table>

Experimental measurements for this clause ordering transformation have been conducted on the benchmark programs. Among them, the 1-expansion n-cliques algorithm infers that for the five-houses puzzle program and the liar puzzle program, there is at most one variable value satisfying the constraints in the program for each variable, and for the map coloring program, all the variable values are associated with the same number of solutions for each variable. Thus the measurements for these three programs are not included. For each goal ordering technique, the programs are executed for a version using natural domain value order (GNO and LNO) and a version using the order generated by our clause ordering technique (GCO and LCO). The result is shown in the Table 3. The result shows that for all the benchmark programs, the version using clause ordering technique performs better than the version using natural order.

### 3.4 Managing Parallelism

In some cases, we may want to collect all the solutions satisfying the constraints in the program and to perform some post-processing upon them. For instance, in the example problem, suppose we want to compute both the latest starting time and the earliest completion time among the legal schedules. Then the following predicate schedules/3 specifies the desired computation.

\[
schedules(S, \text{MaxS}, \text{MinC}) :-
\]

\[
\text{setof}([SA, SB, SC, SD, SE, SF, SG, SEnd],
\]

\[
\text{schedule}(1\ldots15, SA, SB, SC, SD, SE, SF, SG, SEnd), S),
\]

\[
\text{latest_start}(S, \text{MaxS}), \text{earliest_completion}(S, \text{MinC}).
\]

It first uses predicate \text{setof}/3 to collect all the legal schedules in the duration \([1\ldots15]\) as a list \(S\), then it computes the latest starting time and the earliest completion time among the
list of legal schedules separately.

In parallel systems ROLOG [17] and &-Prolog [16], independent subgoals are typically executed in parallel. Since literals \texttt{latest\_start/2} and \texttt{earliest\_completion/2} are independent of each other, they will be executed in parallel in these systems. However, parallel execution of these literals benefits only when the cost saved from the parallel execution outweighs the cost spent for managing the parallelism [8]. The performance of parallel systems usually begins to degrade when the systems are choked with a lot of small grain processes. Thus, suitable process granularity control such that “sufficiently” small processes are executed sequentially may often improve the performance of parallel systems. However, the information about the costs of the literals is required in order to perform suitable process granularity control. Because the cost of executing the two literals in the example above depends on the length of the list of legal schedules, the decision on whether to execute them in parallel or in serial depends on the number of solutions generated by literal \texttt{schedule/9}. Knowing that \texttt{schedule/9} will generate 66 solutions, we can plan to execute them in parallel. On the other hand, if the given duration is \([1..14]\) instead of \([1..15]\), then only 6 solutions are generated; in this case, we might choose to execute them sequentially.

In distributed systems, the communication cost among processors plays a more crucial role than in shared-memory systems. In these systems, appropriate process granularity control should also take the communication cost into account [19]. In general, the communication cost depends on the size of the input and output arguments in the predicates. For the example problem, if literal \texttt{earliest\_completion/2} is spawned as a new process to a remote processor, the communication cost would be a function in terms of the number of legal schedules.

Apart from process granularity control, the process computation cost and communication cost can also be used to schedule the process migration among processors [35]. In the systems using on-demand scheduling method, when a processor becomes idle, it will inquire and request tasks from other busy processors. In these systems, the cost information is used by the busy processors to guide the choosing of tasks for migration. In general, the task that has the largest computation cost and the smallest communication cost is chosen to migrate to a remote processor.

4 Conclusions

Combinatorial problems are often specified declaratively in logic programs with constraints over finite domains. This paper has presented several program transformation and optimiza-
tion techniques for improving the performance of the class of program with finite-domain constraints. These techniques allow automatic transformation of declaratively specified programs into more efficient programs. The techniques are based on the information about the number of solutions of constraint satisfaction problems. The techniques include planning the evaluation order of body goals, reducing the domain of variables, planning the instantiation order of variable values, and controlling process granularity and scheduling processes among processors in parallel or distributed systems.

Since the decision versions of many constraint satisfaction problems are NP-complete, if $P \neq NP$, there is no polynomial time algorithm for computing the number of solutions for constraint satisfaction problems. This paper has presented a simple greedy algorithm for computing an upper bound on the number of solutions for constraint satisfaction problems over finite domains. The time complexity of this algorithm is $O(v(v + e))$ for a problem whose corresponding consistency graph contains $v$ vertices and $e$ edges. Based on this simple algorithm, a set of flexible polynomial time algorithms has also been developed. A user can choose the appropriate algorithm according to specific efficiency and precision requirements.
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