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Abstract

This paper presents a novel approach based on clustering algorithms in combination with the location area (LA) scheme to solve the mobility
management problem. Users’ movement history is used by the network to predict future paging decisions. This approach integrates the LAs
scheme and efficient clustering algorithms to find a network topology which can lead to massive savings in the number of signals made to
locate users in the network. The approach is tested with several networks to show its advantages to the current GSM standards. The results
provide new insights into the mobility management problem.
Crown Copyright © 2007 Published by Elsevier Inc. All rights reserved.
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1. Introduction

Numerous companies and service providers are pursuing a
fully integrated service solution for wireless mobile networks.
Current voice, fax, and paging services will be combined with
data transfer, video conferences, and other mobile multimedia
services to make the next generation of wireless mobile net-
works more attractive. These networks will support a true com-
bination of both real-time and non-real-time services to form a
global personal communication network [29,1]. In order to sup-
port such a wide range of data transfer and user applications,
mobility management has to be considered when designing in-
frastructure for wireless mobile networks.

Mobility management involves two processes: location
management and handoff management. Location management
enables the wireless network to discover the current point of
attachment of a mobile terminal and deliver calls to it, while
handoff management enables the mobile network to locate
roaming mobile terminals for call delivery and to maintain
connection as the mobile terminal is moving around. During
the first stage of location management, known as location
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registering or location update, the mobile terminal periodically
informs the network its new access point and helps the network
to authenticate the user and revise the users’ location profiles.
The second stage is call delivery, in which the wireless mobile
network is queried for a mobile terminal location and the current
position of that terminal is found [29,1].

On the other hand, handoff primarily represents a process
of changing some of the parameters of a channel (frequency,
time slot, spreading code, or a combination of these) while the
current connection is in use [6,57]. The handoff process usu-
ally consists of two phases: handoff initialization and handoff
enabling phase. In the handoff initialization phase, the quality
of the current communication channel is considered to decide
when the handoff process should be triggered. In the hand-
off enabling phase, the allocation of new resources by new
base station is initiated and processed. Poorly designed hand-
off schemes tend to generate huge signaling traffic, and thereby
a dramatic decrease in quality of service (QoS) of integrated
services in the wireless network.

Mobility management requests are often initiated either by
a mobile terminal movement (crossing a cell boundary) or by
deterioration in the quality of a signal received on a currently
allocated channel. Due to the anticipated increase in the use of
wireless services in the future, the next generation of mobile
networks should be able to support a huge number of users
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Fig. 1. An example of a GSM network.

and their bandwidth requirements. Furthermore, more frequent
handoffs will occur when the size of the cells becomes smaller
or there is a drastic change in the propagation condition of a
signal. Therefore, mobility management becomes more crucial
in the next generation of mobile networks.

Fig. 1 shows an example of a GSM network [29,1,6,57,5,38,4,
54]. In this network, cells are grouped together into regions.
Each region contains the whole allotted frequency spectrum,
while each cell of the group uses a part of the allocated fre-
quency. The same frequency can be used in other regions
by carefully considering the minimum distance between cells
to avoid cross talking [5,38,4,54]. On the other hand, as
the demand for wireless services increase, the size of the
cells becomes smaller and the reusability of the allocated
frequencies becomes more serious. As a result, network man-
agement, and consequently, location management turns into
a serious problem, and, efficient techniques will be needed
to ensure delivery of all incoming calls even in the tiniest
of cells.

This paper presents an approach that employs two differ-
ent clustering techniques (statistical and k-means) to solve
the dynamic mobility management problem. Section 2 pro-
vides a general overview of different location management
strategies. In Section 3, a general description is provided
of how the cost is calculated for the location areas (LAs)
scheme followed by an overview of the simulation framework
in Section 4. Sections 5 and 6 go over the clustering tech-
niques used in this work and the different classes of location
management strategies, respectively. Sections 7 and 8 detail
the proposed approaches along with extensive simulations.
Finally, discussions and conclusions follow in Sections 9 and
10, respectively.

2. Location management strategies

Location management strategies can be categorized into
two main groups: static and dynamic. In static schemes,
the way that users are paged is very much the same for all
users and is determined in an off-line manner and it does
not take into account any particular information about the
users [7,37,2,10,51,52,39,15,11,40–44,34], while in dynamic
schemes, different network topologies are used for differ-
ent users [3,8,9,12–14,16–23,25–28,30–33,35,36,46–48,50,53,
55,56]. These topologies are highly related to the movement
pattern and calling behavior of each user. It is obvious that
dynamic schemes are much more complex than static ones
and require more computation capabilities in the network.
Thus, the implementation of static schemes is more popular
[39,15,11,40–44,34]. In general, a location update strategy
must use nominal network resources to manage user tracking
and should not require massive computations.

2.1. Basic location management strategies

This section briefly overviews some of the most common
techniques employed for static location update [39,15,11,
40–44,34].

(1) Always update strategy: In this scheme, a mobile terminal
updates its location whenever it crosses a cell boundary. This
enables the network to locate the user in minimum time for each
incoming call. This means that the network will page the user
only in the last updated cell. This scheme generates a massive
number of unnecessary location update signals.

(2) Never update strategy: A mobile terminal never updates
its location, and consequently, for each incoming call the net-
work must page the user in all cells of the network. It is also
obvious that this strategy is highly inefficient, especially when
there are massive numbers of cells in the network. Naturally,
as the number of users in the system increases, the number of
simultaneous paging signals would also increase.

(3) Time based strategy: In this method, a user updates its
location after a predefined time span [7,37]. In the case of an
incoming call, the network will page the user in the last update
cell and the possible cells that the user might be in after the last
location update. Although this strategy seems better than the
previous two, some disadvantages remain [37]. For example,
if the mobile terminal changes its location very frequently it
becomes impossible to locate it in a timely fashion.

(4) Movement based strategy: The user performs a location
update after passing a predefined number of cells, M . In this
case, the network attempts to page the user in a radius of M cells
starting from the last update cell [2,10]. The main disadvantage
of this strategy is in the case of the users who periodically
crisscross (zigzag) adjacent cells of a network.

(5) Distance based strategy: In this case, the user updates
its location after traveling for a predefined distance, R, form
the last update cell [51,52]. The network can page the user in
all cells that are physically within radius R of the last updated
location. The main problem in this method is the need for
knowledge of the topography of the network. In this case, each
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Fig. 2. Location areas configuration.

mobile terminal should have complete information about net-
work topology and must be able to determine its geographical
location as well. This makes the design of mobile terminals
more complicated and expensive than, for example, current
designs.

(6) LAs scheme: This technique is adopted in the current
GSM networks, where adjacent cells are grouped together to
form a LA [39,15,42–44,30]. In this case, the user performs
an update whenever it leaves a LA and moves into a new one.
Therefore, in the case of an incoming call, the network must
page the user in all the cells of the last update LA. Fig. 2 shows
a typical GSM network layout. In this case, if the user updates
its location in cell ‘X’, then for each incoming call, all cells of
the current LA (shown in gray) will page the user.

(7) Paging cells scheme: In this case, the user makes an
update whenever it passes through predefined cells known as
paging cells [40,41,18]. A paging neighborhood is defined for
each paging cell. The paging neighborhood of each paging cell
contains all non-paging cells of the network that must page the
user in the case of an incoming call. For example, if the paging
cells are shown in gray in Fig. 3, then the paging neighbors of
the paging cell marked as X are all cells marked as N. Usually,
paging cells are assigned so that they split the entire network
to several smaller networks. Then, the never update scheme is
used in each of these sub-networks.

2.2. Advanced location management strategies

Traditional location management techniques for mobile net-
works are very conservative and there is a need for more ‘in-
telligent’ techniques’ that endow networks with better location
prediction capabilities. An intelligent strategy would normally

Fig. 3. Paging cells configuration.

have two components: (1) modeling users’ behavior based on
movement history, and (2) an intelligent algorithm that utilizes
this information to make predictions on future movements. Sev-
eral algorithms and strategies have been suggested to solve this
problem. The use of Markov models is one of the most popu-
lar techniques in solving this problem [23,19,17,27,25]. Using
history based [19], distance based [27,18], movement-based
[26], time based strategies [35,36], and one-dimensional tech-
niques [28] are some of the other popular techniques cited in the
literature.

In some of the existing approaches for solving dynamic mo-
bility management problems, users are divided into two main
groups: a low mobility group and a high mobility group. The
low mobility users never update their location explicitly, while
the high mobility users update their location whenever they en-
ter a new LA. As a consequence, low mobility users might miss
some incoming calls. To overcome this problem, if the network
cannot find a user in a given LA, it employs a ‘ring growing’
paging strategy, until it finds the mobile user [21,31]. However,
the use of intelligent paging techniques can reduce the total
paging cost of the network and this is seen as the major advan-
tage for using dynamic location management strategies, even
in the case of traditional GSM networks [46,47]. The use of
techniques such as Fuzzy Logic is suggested as one reasonable
approach to build more intelligent mobile networks in [20]. Us-
ing sequential paging inside the user’s LA, which is known as
paging time, is another approach employed to reduce the total
cost of the network management proposed in [38]. In another
method, a given city is divided into two main types of LAs.
The mobile terminals update their location whenever they en-
ter or leave the highway sections of the city, otherwise, they
just update their location using a predetermined frequency of
updating [8].
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The use of statistical techniques to ‘learn’ the behavior of
the users is another popular approach that can lead to better
location management in this case [53]. These techniques are
normally used to cluster each user’s behavior patterns. Then,
an ‘extracted’ time-location table is uploaded onto each mo-
bile device and if the mobile terminal follows the movement
patterns in the table, it does not need to update its location, oth-
erwise, it has to [53]. However, all these techniques have some
shortcomings whether through making unrealistic assumptions
about the network or the movement patterns. This paper intro-
duces a novel dynamic LAs scheme that employs a two-step
paging algorithm that can provide an efficient solution to this
problem with more realistic assumptions.

3. Location management cost in the LAs scheme

Many algorithms have been proposed to solve the location
management problem [7,37,2,10,51,52,39,15,11,40–44]. How-
ever, there is a need to develop a framework that can be used to
compare these techniques. A location management cost needs
to be defined to evaluate each approach. The location man-
agement cost usually consists of two main parts: updating and
paging costs. The updating cost is the portion of the total cost
due to location updates performed by mobile terminals in the
network while paging cost is caused by the network during a
location inquiry when the network tries to locate a user. The to-
tal cost of location management also involves other parameters,
such as, the cost of database management to register users’ lo-
cations, the cost of the wired network (backbone) that connects
the base stations to each other, the cost of switching between
base stations in the case of handoff and call diverting, and sev-
eral other components. However, these costs are assumed to be
the same for all location management strategies in general. As a
result, the combination of location update and paging costs are
considered to be sufficient to compare the different approaches.
Therefore, the total cost of a location management scheme is
given as [40–44]

Cost = � × NLU + NP,

where NLU is the total number of location updates, NP is the
total number of paging transactions, and � is a constant repre-
senting the cost ratio of a location update to a paging transac-
tion in the network. The number of location updates is usually
caused by the movement of the users in the network, while the
number of the paging transactions is highly related to the num-
ber of incoming calls. Evidence shows that the cost of each
location update is much higher than the cost of a paging trans-
action, because of a complex procedure that has to be executed
every time a location update is performed [40–44]. On the other
hand, most of the calls of a mobile user are the incoming calls.
Therefore, if the user moves in the network without making
any call, the network will undergo a huge number of useless
transactions. Thus, in most cases the cost of a location update
is considered to be 10 times more than that of a paging trans-
action, i.e. � = 10 [40–44].

Based on the LA scheme, a location update transaction takes
place when a user changes its current LA. In this case, all

entrances to LAs of the network should be added to compute
this cost. On the other hand, the paging cost must be consid-
ered when a user has an incoming call. Thus, all cells must be
considered in calculating this cost. To clarify this, assume an
instance LA scheme (marked as gray) in the network in Fig. 4.
In this configuration, the flows of the total number of users
who enter the instance LA via its boundary cells are shown in
Fig. 4a and are equal to

Number of location updates = 2343 + 4323 + 4342 + 5435

+1101 + 4343 + 9832 + 1523

+2249 + 6634 + 5231 + 7232

+9921 + 9284 + 5647 + 4342

+8265 + 1124 = 92,271.

Computing the paging cost is much easier. This can be simply
achieved by counting the number of incoming calls in the LA,
and, multiplying it by the number of cells (of the LA). In this
case, the total number of incoming calls for the LA in Fig. 4a
is given in Fig. 4b and would be

The number of paging transactions

= (129 + 543 + 531 + 342 + 992 + 162 + 552) × 7

= 22,757.

Finally, if this procedure is repeated for all LAs of the network,
the total number of location updates and paging transactions
can be calculated. For the marked LA in Fig. 4 these costs
would be as follows:

Total number of location updates = 92,271,

Total number of paging signals = 22,757,

Total cost = 92271 × 10 + 22757 = 9,45,467.

Note that in the above calculation, the cost of a location updates
is assumed to be 10 times more expensive than that of a paging
transaction (i.e. � = 10).

4. Generating a network and user profiles

The generation of network scenarios and profiles of mobile
users are crucial steps for testing the proposed algorithms. A
simulator developed by the authors of this work is used to test
the algorithms. A brief description of the simulator is provided
here for continuity, however, more details are provided else-
where in the literature [45].

4.1. Network generation

This part of the simulator deals with the physical character-
istics of a network, i.e. cell topology and cell attributes.

(1) Cell topology: Cells are divided into three classes ac-
cording to their size, i.e. small, ordinary, and, large cells. The
smaller cells represent ‘crowded’ cells that exist in any real-
world network, for example, the downtown area cells that must
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Fig. 4. (a) Entering flow and (b) call arrival for an instant LA.

process enormous numbers of users at business hours. Ordinary
cells, on the other hand, represent cells that deal with normal
or average traffic. In addition, large cells signify those areas of
the network that may not have many users regularly, such as,
parks or segments of highways.

(2) Cell attributes: Cells can also be categorized according
to the nature of the area they cover. For example, in a real net-
work, there are cells that cover areas in which people usually
work or live in. Cells are categorized as, working cells, ordi-
nary cells, and living cells. The ‘working cells’ class handles
cells of the network that are busy during working hours. These
cells are usually busy (i.e. crowded with users) in daytime and
sparse at night time. ‘Ordinary cells’ are normal cells in terms
of the number of people and the way they use the network, al-
most regardless of the time of the day. The ‘living cells’ class
represent cells that do not have many users during the day while
they tend to be busy during the evening.

4.2. Population generation

After classifying cells in terms of size and attributes, dif-
ferent user profiles need to be generated to match the above
mentioned cells in term of their usage. Motivated by the expe-
riences presented in [45], the behavior of users can be catego-
rized using two distinct characteristics: movement and calling
patterns.

(1) Movement patterns: In this work, users’ movements are
classified into day and night patterns. The movement patterns
during daytime are classified into three subclasses: workers, or-
dinary, and commuters, and each of these classes has its own
characteristics. For example, workers are a class of people who
leave their homes at a certain time in the morning, with a prede-
fined probability pattern, and return to their homes at a certain
time. The ordinary class is assigned to users who have a reg-
ular pattern in their weekly behavior with some unpredictable
movements. A typical example of such a class is a user who
holds casual or part time jobs. Finally, the commuter class rep-

resents those users who always move around the network with-
out a particular pattern, such as, taxi drivers. To simplify things,
however, during night time it is assumed that almost all users
have the same movement pattern.

(2) Calling pattern: This is another aspect that may vary from
one user to another. Again, calling patterns can be classified
into two classes for day and night times. Based on existing lit-
erature [39–41,21,8], it is believed that users follow a Bayesian
probability as their calling pattern with different mean values.

4.3. User profile coding

The coding of a user profile is the last operation that has to
be performed to render the simulator usable. The output profile
of the network simulator is a number of complex timetables
for every single user in the network. Each TimeTable contains
several codes to demonstrate the user movement and calling
behavior. As a result, working with such a huge database for
each user could be really time consuming and full of redundant
computations. Therefore, before applying the final algorithms
for any section of a given TimeTable, several offline compu-
tations are performed to make the final output more usable.
These computations deal with summarizing the TimeTable by
transforming it into another time table. The output of such pro-
cess, the EventTable, is helpful in minimizing the computation
time for each user and eliminating the redundant processes by
sorting the events that can be performed before launching the
final location management algorithm. In fact, these computa-
tions can be completed during the idle modes when the system
has spare time to perform the computations for each user.

Tables 1–3 show an instance of such computation before and
after this coding. Tables 1 and 2 contain raw information about
movement and calling behavior of a sample user, while Table 3
shows the more structured information. The cell crossing time
(by a mobile terminal) is used to construct Table 3. For ex-
ample, in Table 1, a particular user, was in positions (58,292)
and (96,335) at 12.63 [12:38′] and 15.5 [15:30′], respectively,
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Table 1
A sample TimeTable (movements) for an ordinary mobile user

Time (h) Position

8.78 (96,335)
11.66 (58,292)
12.63 (58,292)
15.5 (96,335)
23.3 (96,335)
23.37 (105,331)
23.8 (105,331)
23.85 (96,335)

Table 2
A sample TimeTable (phone calls) for the mobile user in Table 1

Time (h) Call duration Call type

0.84 0.35 F
1.33 0.02 F
3.35 0.01 T
6.28 0.5 F
6.65 0.01 F
8.5 0.01 F

14.34 0.97 F
14.66 0.01 F
14.71 0.46 T
16.57 1.1 T
23.02 0.14 T

F: received call; T: made call.

and made a phone call at 14.66 [14:40′] (Table 2). Note that,
if the user profile is constructed for several days, then an in-
dividual EventTable is made for used for each day. Also, it is
important to note that Table 3 is constructed after performing
offline computations on Tables 1 and 2 to compress the size
of data. For example, the information about the movement of
the user from position (58,292) at 12.63 [12:38′] to (96,335)
at 15.5 [15:30′] cannot be seen in Table 3 although a call the
user placed at 14.66 [14:40′] can still be seen. It is worth not-
ing that the EventTable only shows the time when the user ac-
tually crosses a cell and enters another (this is exactly when
a location update is expected to be performed). For example,
a user (in Table 1) passes cell 20, at coordinates (58,292), to
cell 29, with coordinates (96,335), at a time between 12.63 and
15.5, respectively. However, the time calculated for this action
is 14.7 as shown in Table 3.

5. Clustering users’ patterns

The goal of this procedure is to extract patterns from users’
movements to employ for future location prediction. If a user
follows a particular pattern while moving, even for certain hours
of the day, this can be used by the network to estimate the
user’s location without the need for explicit updates by the user.
Two different approaches are used in this work: statistical and
k-means clustering. The output of both clustering algorithms
is a PatternTable which is similar to the EventTable but with
an extra column known as ‘Accuracy’. The accuracy factor,

Table 3
A EventTable for the mobile user in Tables 1 and 2

Time (h) Event Cell number

0 1 29
0.84 3 29
1.33 3 29
3.35 2 29
6.28 3 29
6.65 3 29
8.5 3 29
9.6 1 20

14.34 3 20
14.66 3 20
14.7 1 29
14.71 2 29
16.57 2 29
23.02 2 29
23.35 1 23
23.85 1 29

1: location update; 2: received call; 3: made call.

which is a figure between [0.0 1.0], represents the accuracy
of the clustering at a particular time of the day. Fig. 5a and b
show the movement patterns for two users. Fig. 6 shows that
the accuracy factor for user of Fig. 5a is higher than that in
Fig. 5b. This indicates that the location of the user in Fig. 5a
is more predictable than that of Fig. 5b.

5.1. Statistical clustering

By using a statistical technique, based on the z-score, one
can form clusters (of EventTables) by eliminating data that are
apart. The mean value and the standard deviation of the sample
data are calculated and used to purge data that are far from the
mean (which is the cluster center). The following procedure
demonstrates this clustering technique more clearly:

Step 1: Let X = (x1x2 . . . xN) contains the input data to be
clustered where N is the data size.

Step 2: Let �X = Mean(X) =
∑

X

N
and �2

X = V ariance(X)

=
∑

(X−�x)2

N
.

Step 3: If �X/�X < 10, then, �X = �X/10.
Step 4: For all xi’s, if |xi − �X|/N < 2.0 then remove xi

from X.
Step 5: Repeat steps 2–4 until no xi can be eliminated from

X.
Step 6: Let ClusterCenter = �X and �X = Accuracy(X) =(

SizeOf (X)
N

)2
.

Note that, because the user profiles in this case contain two
elements, (x, y) as the location of the user in the network, the
above procedure is accomplished for any of these two elements
separately and the cluster center is considered as (�x, �y). How-
ever, the cluster accuracy in this case is calculated as follows:

� =
√

�2
X + �2

Y

2
.
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Fig. 5. Two similar movement profiles for two mobile terminals.
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Fig. 6. Accuracy factor for the mobile terminals in Fig. 5.

5.2. K-means clustering

The k-means algorithm partitions a collection of n vectors
xj : j = 1, . . . , n into c groups Gi : i = 1, . . . , c, and find
a cluster center in each group such that a cost function of
dissimilarity measure is minimized [24,49]. To achieve this, let:

J =
c∑

i=1

Ji =
c∑

i=1

⎛
⎝ ∑

k,xk∈Gi

‖xk − ci‖2

⎞
⎠ ,

where Ji = ∑
k,xk∈Gi

‖xk − ci‖2 is the cost function within
group i.

The partitioned groups are typically defined by an c × n

binary membership matrix U, where the element uij is ‘1’ if the
j th data which point xj belongs to group i and ‘0’ otherwise.

uij =
⎧⎨
⎩

1, ‖xj − ci‖2 �‖xj − ck‖2,

k �= i,

0 otherwise

and the membership matrix U has the following properties:

1.
c∑

i=1
uij = 1 ∀j = 1, . . . , n,

2.
c∑

i=1

n∑
j=1

uij = n.

Finally, after each step we should update ci’s as

ci = 1

|Gi |
∑

k,xk∈Gi

xk where |Gi | =
n∑

j=1

uij .

The performance of the k-means algorithm depends on the ini-
tial position of the cluster centers. However, as it can be seen,
the x and y locations of a user’s profile are considered simul-
taneously, where xj is a two-dimensional vector containing the
x and y location of the user at any time. The accuracy factor in
this case is defined as the portion of the number of data points
that make the largest cluster with respect to the number of all
data points as follows:

� =
(

Nlu

N

)�

,

where the Nlu is the number of elements in the most crowded
(dense) output cluster, N is the total number of data; and, � is a
factor to tune the accuracy factor of such clustering technique
to get the best performance, and is set to 0.25 based on trial
and error.

6. Location management strategies

As explained earlier, in static strategies, all information about
the mobile network are gathered, and then passed to an opti-
mization algorithm to find the optimal (or the most efficient)
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network configuration. Then, this network configuration is used
for all users regardless of any changes in network operating con-
ditions. Now, in the dynamic mode, the network configuration
is constantly tuned to derive the best possible performance.

6.1. Static (offline) strategies

Several methods have been proposed to solve this problem
based on neural networks, genetic algorithms, simulated anneal-
ing, and others [42–44]. However, these techniques have draw-
backs, apart from the fact that they cannot be modified when
the operating conditions change (e.g. increase in the number of
users). Their performance is highly dependent on the quality
of the data that was used to train the learning algorithm. How-
ever, these techniques can still provide valuable insight when
designing mobile networks.

6.2. Dynamic (online) strategies

Dynamic strategies deal with network configurations that
may change many times after network deployment. A network
configuration is set in advance and during network operation the
online algorithm constantly modifies the configuration based
on users’ behavior and deployment patterns. As a result, the
network might change several times during the day and many
more during the life of the network.

As it is the case with static techniques, metaheuristics can
provide some of the best solutions for dynamic mobility man-
agement [16–23,25–27,35–37,46,47,30–33,9,8,5,3,12–14,3,50,
53,55,56]. Before describing the proposed approach in this pa-
per several definitions need to be outlined.

(1) Paging classes: There are two different paging classes:
non-hierarchical and hierarchical. To clarify this, assume that
the network managed to pinpoint a user to be in an area that
includes more than one cell. Now, the probability of the loca-
tion of the user in any given cell is calculated for all the cells
in this area and based on this information the network will at-
tempt to locate the exact location of the user. In the hierarchical
mode, the network pages the user in the most probable cell in
the network first, and then, if unsuccessful, it tries other cells,
which usually surround the first cell based on some probabil-
ity. This procedure continues until reaching a certain number
of iterations or the user is located. In non–hierarchical paging,
the user is paged in all the possible cells simultaneously.

Fig. 7 shows an example of hierarchical and non–hierarchical
paging. In this example, the network tries to locate a user who is
expected to be in cell S1. The user is paged in this cell first, and
if unsuccessful, the network pages all cells marked as S2 in the
second phase of paging. If this also fails, then the user would
be paged in all cells marked as S3. However, if the network
employs non-hierarchical paging, then the network will page
the user in all cells marked as S1, S2, and S3, simultaneously.
In this case the network paging ends at level S3 for both classes
of paging.

(2) Cell based user pattern extraction: To extract a move-
ment pattern, the network collects information about the user

Fig. 7. Hierarchical/non-hierarchical paging cells for a sample network.

on different days and then attempts to find a pattern in the data.
However, because mobile users are not equipped with GPS or
any other positioning system, which can report the exact loca-
tion, the network geographic cell information is used to con-
struct user’s profiles. Therefore, every time a user updates its
location when moving between cells, the new cell is logged. For
simulation purposes the location of the user is approximated
by the coordinates at the center of the cell. The same applies
when entering a LA. The user location is approximated to be
the center of the LA.

(3) Cell or LA based paging: Similarly, when the network
attempts to locate a user, it can page on a Cell-by-Cell or a
LA-by-LA basis. In the Cell-by-Cell case, the network tries to
locate the user’s current cell, while in the LA-by-LA case, the
network attempts to locate the user’s LA.

(4) Paging criterion: When a user’s pattern is computed based
on a given profile, an accuracy value is assigned to each section
of the profile. To explain this, refer to the two profiles depicted
in Fig. 5. It is assumed that the (x, y) coordinates of the user
are gathered for a period of 10 days. In this case, the solid line
could be the pattern that the user mostly follows. As it can be
seen, in Fig. 5a, the solid line matches almost all the cases,
while in case (b) the solid line partially matches the user’s
movements. The accuracy factor in this case distinguishes these
two profiles from each other. Therefore, the accuracy value is
assigned for each section of this time line to represent how
accurate they are. For example, the lines depicted in Figs. 6a
and 6b can represent the accuracy of the pattern extracted in
Figs. 5a and 5b, respectively.

In this paper, three different criteria are used to ensure mo-
bile terminals to update their locations: always update (just
like GSM), update based on the current accuracy, and up-
date based on a fixed 0.25 value (i.e. value of the accuracy of
pattern following). In all these cases, the mobile terminal is
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forced to update its location when the rate of the pattern fol-
lowing is less than the accuracy of the paging criterion used at
the time.

7. Dynamic location management strategy

A general overview of the approach is given in Fig. 8. To
create a robust user profile data needs to be collected over
several days to extract a movement pattern. Then, a pattern
is used to approximate the user’s movements in the days that
follow.

7.1. Pattern extraction

Two different approaches are used to extract movement pat-
terns: statistical and k-means clustering. In the statistical ap-
proach, which is designed based on the z-score technique, the
x and y locations of the user are gathered for several days,
then, a statistical technique is used to estimate the x and y lo-
cations of the user for different time intervals. For example,
if the time interval is set to 1 h, it means that the statistical
classifier is used to determine the location of the user every
1 h. On the other hand, because the clustering technique in
this case is supposed to be one-dimensional, the x and y vari-
able of each user’s profile is supposed to be independent. On
the other hand, k-means clustering classifies the user’s infor-
mation in a completely different way. In this case, the x and
y locations of the user are considered simultaneously during
clustering.

7.2. Online location management strategy

The online location management strategy is designed to trace
the movements of the users, extract a pattern out of their move-
ment history, upload this information into each mobile termi-
nal, and force mobile terminals to update their location if they
are not following the predicted pattern. The following proce-
dure shows how the overall algorithm works. This procedure is
launched for every single user in the network. This procedure
has two components: updating and paging. The updating phase
has two components, which is performed by the network and
the mobile terminal.

Update phase (at the network level):
Step 1: Collect profile data for a given user.
Step 2: Extract a pattern from the profile for different time

slots with an ‘accuracy factor’ for each point.
Step 3: Construct a PatternTable from the above information.
Step 4: Upload this PatternTable into the mobile terminal.

Update phase (at the mobile terminal level)
Step 1: Store the PatternTable uploaded from the network.
Step 2: Calculate the PatternFollowingRate whenever the ter-

minal crosses a cell (this factor shows how close the mobile
terminal is following the pattern calculated by the network).

Step 3: Calculate the accuracy of the pattern at the time of
crossing a cell, i.e. ExpectedAccuracy.

Start

Collect Users’
Movement Behavior

Launch User’s Pattern
Extractor

Upload User’s Patten into
the Mobile Terminal

Launch the Online Location
Management Algorithm

End

Fig. 8. The dynamic location management strategy.

Step 4: if ExpectedAccuracy < PatternFollowingRate then
the mobile terminal should update its position; otherwise, cross
the cell without performing a location update.

Paging phase (hierarchical mode) (at the network level):
Step 1: Find the cell (S1) that the network expects the user

to be in (this could be in the PatternTable or the last updated
location).

Step 2: Page the user in S1.
Step 3: If the user cannot be found in S1 then compute all

locations in S2 (in all cells surrounding S1) as given in Fig. 7.
Step 4: Page the user in S2.
Step 5: If the user cannot be found in S2 then compute all

locations in S3 (in all cells surrounding S2) as given in Fig. 7.
Step 6: Page the user in S3.
Step 7: If the user cannot be found in S3 then inform the

network that the user cannot be located.

Note that, in the above procedures few considerations must
be taken into account. The manner in which the users’ profiles
are constructed from their movements is based on what the
network supports. For example, if they are GSM mobile users,
then the only information that can be used or collected is the
location of the LA. However, the users’ profile can be calculated
on a Cell-by-Cell basis if it is supported by the network.

Also, the PatternFollowingRate is a value between [0, 1]
and is calculated based on the cell/LA number. For example,
if the current cell/LA is the same as the one estimated by the
PatternTable, then this figure is set to 1.0. Otherwise, the far-
ther the current cell/LA is from the cell/LA, which is esti-
mated by the PatternTable, the closer this figure is to 0.0. To
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achieve this, time is used for calculating this factor, as shown
below.

Step 1: Let RealPosition and ExpectedPosition be the real
location of the user calculated from the PatternTable for a spe-
cific time.

Step 2: Let dist=Distance(RealPosition,ExpectedPosition).
Step 3: Find the time that the user will be at the user’s Re-

alPosition based on the PatternTable, which is called Match-
ingHour.

Step 4: If the user never passes the RealPosition based on
the PatternTable data, then PatternFollowingRate is set to 0.0.

Step 5: If the user passes the position RealPosition based on
the PatternTable data at time T, then, PatternFollowingRate=
1−AbsoluteValue(MatchingHour-T ) *UpdatingProbabilityIn-
creaseFactorPerHour .

In the above algorithm, UpdatingProbabilityIncreaseFactor-
PerHour is a factor that is used to judge whether the user should
perform a location update or not. A higher value of Updating-
ProbabilityIncreaseFactorPerHour forces the mobile terminal
to update its location even if it is not following the estimated
pattern for a short period of time (e.g. several minutes). Note
that, in some cases when a mobile terminal is not forced to
update its location (to save bandwidth); a situation arises in
which the network loses track of the terminal. However, this is
quite rare due to the efficient use of the UpdatingProbability-
IncreaseFactorPerHour parameter.

The ExpectedAccuracy factor is selected based on the way
that the network forces the mobile terminal to update its location
when not following the PatternTable. There are three options:
always update, accuracy, and fixed (0.25). In the always update
case, whenever the mobile terminal crosses a cell/LA it updates
its location. In this case, the mobile terminal is assumed to
follow the GSM style of location update. In the accuracy case,
the mobile terminal is driven to update is location information
if the accuracy is less than what the network has estimated
(based on their PatternTable). Note that, the network uploads
the PatternTable into each and every mobile terminal, which
allows each terminal to perform the same computation that the
network can perform at all times. Thus, when crossing a cell/LA
each mobile terminal is able to determine the expected position
that the network calculates and if the accuracy is less than the
one predicted by the network then the terminal is forced to
update its location. Finally, in the fixed (0.25) case, whenever
the accuracy of finding the user is less than a given value, such
as 0.25 in this case (determined by trial and error), the mobile
terminal is forced to update its location.

The paging mechanism in this work employs three hierar-
chical levels, however, the algorithm can be easily modified to
include more or less levels depending on the design specifics.

8. Simulation results

In this section, two test networks are simulated to demon-
strate the performance of the algorithm proposed in this work.
The examples are generated to benchmark against GSM type of
networks. The users’ profiles for each test network are gener-

Fig. 9. A test network of 19 LAs.

Table 4
Location update scheme for the 19-LA network (LA scenario)

Always St-0.25 St-Acc Km-0.25 Km-Acc
update

Total number of 130,751 39,934 54,465 40,494 57,278
location updates
Saved location 0 90,817 76,286 90,257 73,473
updates

ated by a procedure developed elsewhere in the literature [45].
In each test network, the location management is handled by
different approaches, clustering techniques (statistical and k-
means), paging techniques (non-hierarchical and hierarchical),
paging criteria (always update, accuracy and fixed (0.25)) and
finally different cell bases (cells and LAs). In all the cases, the
results are compared with those that could have been generated
by a GSM network. Each of the test networks is examined us-
ing two scenarios: LA scenario and cell–LA scenario. In the
LA scenario, information related to mobile users are collected
based on the LA-by-LA scheme, and then the users are paged
on LA-by-LA basis as well (GSM like). On the other hand, in
the cell–LA scenario, user data is collected based on the LA-
by-LA scheme, and then users are paged on a cell-by-cell ba-
sis. This ability to switch between different schemes makes the
proposed approach more adaptable.

8.1. Test-network (19-LAs)

The network consists of 19 LAs (19×7=133 cells) as shown
in Fig. 9. The LAs are arranged like a GSM network. A total
number of 1266 user profiles are generated who use the network
for 50 days according to the procedure proposed in [45].

The overall experiment is conducted in the following fashion.
The network is deployed as a normal GSM network for the first
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Table 5
Successful paging using the hierarchical mode for the 19-LA network (LA
scenario)

Always St-0.25 St-Acc Km-0.25 Km-Acc
update

Successful 316,792 296,997 304,605 297,221 306,568
paging-1
Successful 0 17,185 10,620 16,628 9022
paging-2
Successful 0 2303 1378 2427 993
paging-3
Unreachable 0 307 189 516 209
customers

Table 6
Cost of the network for the 19-LA network (LA scenario)

Always St-0.25 St-Acc Km-0.25 Km-Acc
update

Cost H-1 3,525,054 2,616,884 2,762,194 2,622,484 2,790,324
Cost H-2 3,525,054 3,329,617 3,208,045 3,313,342 3,158,706
Cost H-3 3,525,054 3,451,158 3,283,624 3,443,409 3,214,566
Cost NH-1 3,525,054 2,616,884 2,762,194 2,622,484 2,790,324
Cost NH-2 3,525,054 12,647,352 12,793,992 12,635,067 12,803,544
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Fig. 10. Saved location Updates for the 19-LA network using the LA scenario.

10 days, and then, the profiles are collected for this period and
used to extract the behavior patterns. These behavior patterns
are used to check the performance of the algorithm for the
remaining 40 days (days 11–50). Tables 4–6 show the results for
different LA scenarios. In each table, the results are compared
with a GSM network (listed as ‘always update’ in the tables)
with a percentile value representing the performance of specific
parameters in the algorithm. Also, Figs. 10–15 demonstrates
the performance of the algorithm as compared with a GSM
network. Tables 7–9 (Figs. 16–21) show the performance for
the cell–LA scenario.
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Fig. 11. Successful paging in the hierarchical mode for the19-LA network
using the LA scenario.
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Fig. 12. One level successful paging for the 19-LA network using the LA
scenario.
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Fig. 13. Unreachable users after three hierarchical paging levels for the 19-LA
network using the LA scenario.

8.2. Test-network (51-LAs)

This network consists of 51 LAs (51 × 7 = 357 cells) as
shown in Fig. 22. The LAs are arranged like a GSM network.

A total number of 1785 user profiles are generated to use the
network for a period of 50 days similar to the conditions used
for the previous experiment. The results are given in Tables
10–15 and Figs. 23–34.
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Fig. 14. Cost of the network in the hierarchical mode for the 19-LA network
using the LA scenario.
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Fig. 15. Cost of the network in the non-hierarchical mode for the 19-LA
network using the LA scenario.

Table 7
Location update scheme for the 19-LA network (cell–LA scenario)

Always St-0.25 St-Acc Km-0.25 Km-Acc
update

Total number of 320,941 166,769 237,644 171,781 252,432
location updates
Saved location 0 154,172 83,297 149,160 68,509
updates

Table 8
Successful paging using the hierarchical mode for the 19-LA network (cell–
LA scenario)

Always St-0.25 St-Acc Km-0.25 Km-Acc
update

Successful 316,792 274,133 303,067 274,550 306,821
paging-1
Successful 0 31,344 8758 31,019 7151
paging-2
Successful 0 5605 1920 5146 895
paging-3
Unreachable 0 5710 3047 6077 1925
customers

Table 9
Cost of the network for the 19-LA network (cell–LA scenario)

Always St-0.25 St-Acc Km-0.25 Km-Acc
update

Cost H-1 3,526,202 1,984,482 2,693,232 2,034,602 2,841,112
Cost H-2 3,526,202 2,239,663 2,775,251 2,287,704 2,900,848
Cost H-3 3,526,202 2,361,254 2,830,772 2,401,665 2,931,064
Cost NH-1 3,526,202 1,984,482 2,693,232 2,034,602 2,841,112
Cost NH-2 3,526,202 3,708,074 4,406,865 3,758,583 4,553,596
Cost NH-3 3,526,202 6,768,759 7,483,384 6,807,546 7,625,225
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Fig. 16. Saved location updates for the 19-LA network using the cell–LA
scenario.
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Fig. 17. Successful paging in the hierarchical mode for the 19-LA network
using the cell–LA scenario.

9. Discussion

Several observations can be made about the results that were
generated by the algorithms proposed in this work. These are
listed below.
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Fig. 18. One level successful paging for the 19-LA network using the cell–LA
scenario.
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Fig. 19. Unreachable users after three hierarchical paging levels for the 19-LA
network using the cell–LA scenario.
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Fig. 20. Cost of the network in the hierarchical mode for the 19-LA network
using the cell–LA scenario.
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Fig. 21. Cost of the network in the non-hierarchical mode for the 19-LA
network using the cell–LA scenario.

Fig. 22. A test network of 51 LAs.

Table 10
Location update scheme for the 51-LA network (LA scenario)

Always St-0.25 St-Acc Km-0.25 Km-Acc
update

Total number of 220,938 80,539 103,662 81,810 108,006
location updates
Saved location 0 140,399 117,276 139,128 112,932
updates

Table 11
Successful paging using the hierarchical mode for the 51-LA network (LA
scenario)

Always St-0.25 St-Acc Km-0.25 Km-Acc
update

Successful 447,348 429,137 436,388 429,714 438,052
paging-1
Successful 0 14,452 8333 13,593 7638
paging-2
Successful 0 2656 1609 2521 944
paging-3
Unreachable 0 1103 1018 1520 714
customers

9.1. Cell based scenarios

In the cell–LA scenarios, the results are compared with the
‘always update’ case for each test network, which is equivalent
to the Cell-by-Cell always update case. However, by compar-
ing Tables 6–9 and Tables 12–15 for the 19-LA and 51-LA,
respectively, it can be seen that the always update costs for
the Cell-by-Cell and the LA-by-LA (GSM like) scenarios are
roughly equal. The reason of this is the huge number of call-
ing transactions, which is roughly between 5 and 20 calls per
day, for each user in our simulation. In fact, this figure is
much less for real networks and that is why mobile networks
predominantly employ GSM based topologies. Thus, and with-
out loss of generality, conclusions based upon comparing result
for the always update scheme in the Cell-by-Cell basis can be
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Table 12
Cost of the network for the 51-LA network (LA scenario)

Always St-0.25 St-Acc Km-0.25 Km-Acc
update

Cost H-1 5,340,816 3,936,826 4,168,056 3,949,536 4,211,496
Cost H-2 5,340,816 4,648,089 4,600,285 4,627,472 4,570,743
Cost H-3 5,340,816 4,905,696 4,791,965 4,882,363 4,680,188
Cost NH-1 5,340,816 3,936,826 4,168,056 3,949,536 4,211,496
Cost NH-2 5,340,816 19,925,120 20,160,123 19,921,079 20,184,999

Table 13
Location update scheme for the 51-LA network (cell–LA scenario)

Always St-0.25 St-Acc Km-0.25 Km-Acc
update

Total number of 519,334 284,807 369,962 294,222 391,077
location updates
Saved location 0 234,527 149,372 225,112 128,257
updates

Table 14
Successful paging in the hierarchical mode for the 51-LA network (cell–LA
scenario)

Always St-0.25 St-Acc Km-0.25 Km-Acc
update

Successful 447,348 415,462 437,035 415,015 438,720
paging-1
Successful 0 20,736 5155 21,643 5233
paging-2
Successful 0 4557 1246 4318 1008
paging-3
Unreachable 0 6593 3912 6372 2387
customers

Table 15
Cost of the network for the 51-LA network (cell–LA scenario)

Always St-0.25 St-Acc Km-0.25 Km-Acc
update

Cost H-1 5,640,688 3,295,418 4,146,968 3,389,568 4,358,118
Cost H-2 5,640,688 3,486,214 4,208,687 3,583,357 4,409,860
Cost H-3 5,640,688 3,613,737 4,269,454 3,702,124 4,448,452
Cost NH-1 5,640,688 3,295,418 4,146,968 3,389,568 4,358,118
Cost NH-2 5,640,688 5,814,537 6,661,032 5,908,963 6,871,635
Cost NH-3 5,640,688 10,549,649 11,401,313 10,636,272 11,606,502

generalized to those of the LA-by-LA (GSM like). Therefore,
in LA scenarios, the network completely follows the GSM pro-
tocols for location management, while for cell–LA scenarios,
the network collects the users’ information on LA-by-LA basis
and then this information is used to page users on Cell-by-Cell
basis.

9.2. Network cost

The cost associated with different cell scenarios are summa-
rized in Table 16. The reason for having a relatively equal cost
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Fig. 23. Saved location updates for the 51-LA network using the LA scenario.
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Fig. 24. Successful paging in the hierarchical mode for the 51-LA network
using the LA-scenario.
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Fig. 25. One level successful paging for the 51-LA network using the LA
scenario.

with the always update (roughly GSM like) for the 2-level non-
hierarchical mode in the cell–LA scenario is because of the pag-
ing method used by the network. In this scenario a user is paged
in seven cells simultaneously in the network whenever the net-
work diverts an incoming call. Also, another reason for having
such a relatively high cost for the 2-level non-hierarchical mode
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Fig. 26. Unreachable users after three hierarchical paging levels for the 51-LA
network using the LA scenario.
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Fig. 27. Cost of the network in the hierarchical mode for the 51-LA network
using the LA scenario.

in the LA scenario is the inefficiency of paging the users in the
network. This means that there only one successful paging and
7 × 7 − 1 = 48 unsuccessful ones for each incoming call (note
that, each LA has six neighboring LAs with a total number of
49 cells).

Similarly, the reason for having an expensive cost for the
hierarchical mode with 3-level paging in the cell–LA scenario
is because the user is paged in many irrelevant cells whenever
the network attempts to divert a call. This means that for each
successful paging there would be 1 + 6 + 12 − 1 = 18 (the
number of S1, S2 and S3 cells in Fig. 7) unsuccessful ones.

9.3. Saved location updates

The number of location updates that are performed in each
of the above simulations is around 35% and 60% of the number
of location updates that the network would go through if it
follows the always update technique for the LA and cell–LA
scenarios, respectively. This figure can be used to evaluate the
performance of the pattern extraction techniques proposed in
this work. It can be noted that the pattern extraction techniques
managed to save nearly half of the updates that the network
could have experienced.

9.4. Successful paging

It is also important to note that in almost 96% and 88%
of the occasions, the network managed to locate the user in
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Fig. 28. Cost of the network in the non-hierarchical mode for the 51-LA
network using the LA scenario.
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Fig. 29. Saved location updates for the 51-LA network using the cell–LA
scenario.
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Fig. 30. Successful paging in the hierarchical mode for the 51-LA network
using the cell–LA scenario.

the first attempt in the LA and cell–LA scenarios, respectively.
Further, 5–10% of the users that could not be located during
the first attempt were located during the second one. In less
than 1.5% of the occasions the network was unable to locate
the user in the cell–LA scenario, while this value was around
0.3% for the LA scenario.
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Fig. 31. One level successful paging for the 51-LA network using the cell–LA
scenario.
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Fig. 32. Unreachable customers after three hierarchical paging levels for the
51-LA network using the cell–LA scenario.
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Fig. 33. Cost of the network in the hierarchical mode for the 51-LA network
in the cell–LA scenario.
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Fig. 34. Cost of the network in the non-hierarchical mode for the 51-LA
network in the cell–LA scenario.

Table 16
Summarized network cost for different cell scenarios

Cost H-1 Cost H-2 Cost H-3 Cost NH-2 Cost NH-3
(%) (%) (%) (%) (%)

LA-scenario 75 90 95 350
Cell-LA- 60 70 75 100 175
scenario

9.5. Accuracy versus Fixed (0.25) paging criteria

The accuracy paging criterion leads to a 10% saving in the
number of location updates when compared to the Fixed (0.25)
case. In addition, the network is more successful in locating
users in during the first attempt when using the accuracy cri-
terion, which leads to a slightly better performance than the
Fixed (0.25) scenario.

9.6. Clustering techniques

It can be seen that there is not a major difference in perfor-
mance between the different clustering techniques (statistical
and k-means).

9.7. Comparing LA and cell–LA based scenarios

(1) Network cost: It has been noted that the cost of network
management is almost 40% less for the cell–LA scenarios. The
main reason for this considerable difference between the two
scenarios is the fact that cell–LA scenarios experience less un-
successful paging transactions when a network attempts to con-
nect a call.

(2) Saved location updates: The LA scenarios usually lead
to 20–30% less location updates. This difference is due to the
following fact. In LA scenarios, the network forces users to
update their location information whenever they change their
current LA. In contrast, in cell–LA scenarios, users are expected
to update their location information when they violate their
Cell-by-Cell location strategy. This leads to less updates for
LA scenarios.

(3) Successful paging: It has been shown that the success
of locating a user during the first attempt is almost 6% bet-
ter in LA scenarios when compared to similar setups in cell–
LA scenarios. This is rather logical because the likelihood of
finding a user in a paged LA (which contains seven cells) will
be much higher than that of paging a single cell. However, it
is still remarkable that the network managed to locate the ex-
act cell of the user in almost 90% of times in the cell–LA
scenarios.

(4) Accuracy versus Fixed: (0.25) paging criteria: The accu-
racy criterion leads to more saved location updates. The num-
ber of saved updates is around 30% higher when the network
employs the LA scenario when compared to a similar setup of
the cell–LA scenario. This figure is around 20% for the Fixed
(0.25) case. In addition, the percentage of successful paging
during the first attempt for the accuracy case seems closer to
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the similar configurations in the LA scenario than that of cell–
LA ones.

10. Conclusion

This paper presented a novel approach for solving the
dynamic location management problem. Several clustering
techniques were used to extract information from movement
patterns of mobile users. This information was then used to
predict users’ behavior (motion) to reduce the number of lo-
cation updates that need to be performed. Several distinct
observations were made that articulated the results of extensive
sets of simulation studies.
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