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ABSTRACT 

 
In this paper, we propose a robust video object extraction 
algorithm using background subtraction. The algorithm 
combines two statistical features of the background subtracted 
images to extract the objects. This method can produce 
satisfying results with pixel-wise precision. Furthermore, it is 
robust to the effects of camera noise and the changing of lighting 
condition. The proposed method is useful in applications with a 
still background which can be captured and analyzed beforehand, 
such as virtual conferencing and video surveillance. 

1. INTRODUCTION 

MPEG-4 video coding standard provides object-based 
functionalities by introducing a concept of Video Object Plane 
(VOP). With the extraction of video objects and allocating 
different number of bits or different frame-rates for different 
objects, the standard can support object-based scalability that is 
useful in many practical applications. For example, In remote 
collaboration, it is desirable to put the collaborators in an 
immersive environment so that multiple collaborators at remote 
locations appear as if they are sitting in front of the same table 
and having a face-to-face meeting [1]. In video surveillance 
applications, we may like to distinguish and track intruding 
objects for security purposes [2]. These applications require a 
video object extraction algorithm in order to segment out the 
objects of interest for further processing. The video object 
extraction algorithm can also be used in a videophone system, in 
which the users may replace the background with an artificial 
image for privacy concern [3]. It is also useful to support other 
MPEG-4 applications that use object-based coding features. 

There have been many research works on video object 
segmentation. Those proposed segmentation algorithms could be 
divided into two categories: interactive and automatic. The 
interactive algorithms [4-6] require human interaction at least for 
the segmentation of the initial frame. They are flexible and 
relatively accurate. However, they are not suitable for real-time 
applications due to the human interaction required.  The 
automatic algorithms [7-10] attempt to extract video objects 
without human interactivity. In [8], a moving object extraction 
algorithm based on moving object edge detection in difference 
frames and video object tracking using the Hausdorff distance is 
proposed. In [9], the moving objects are extracted using multiple 
features, such as motion, color and/or texture to achieve good 
results. In [10], the foreground is separated from the background 
based on the motion information. All these algorithms use 

motion as the main feature to distinguish the foreground from 
the background.   

It is desirable that a video object extraction scheme can be 
used in general and practical situations. Among all the 
algorithms mentioned above, interactive algorithms cannot be 
used in a real-time system without appropriate user interactions, 
which makes the applications quite limited. Current automatic 
video object extraction schemes are not promising in general and 
practical situations.  Also, most of the automatic algorithms 
described above use motion as the main feature to distinguish 
the foreground from the background.  Combined with other 
features, some of the algorithms can get very precise results. 
However, the algorithms are not suitable for video conferencing 
and surveillance applications because in these applications the 
objects may keep still for a long time.  This may lead to a failure 
of those video object segmentation algorithms. Also, the edges 
of the moving objects can be rather rough and noisy, making 
these methods not suitable for applications that require precise 
edges of the video objects.   

Based on the observation that the background of the video 
conferencing, in most situations, is still and can be captured 
beforehand, we may use this information to get the precise 
segmentation of the persons in the conference. However, there 
are still many annoying problems that can affect the 
performance of the segmentation algorithm. For example, some 
parts of the foreground objects may have similar colors as the 
background.  The change of the lighting condition and the noise 
from the camera may also affect the result of the segmentation.  
In this paper, in order to get a precise and robust segmentation 
algorithm, we make use of the two statistical features together to 
extract the objects. This method can achieve better and more 
robust results comparing to those algorithms that use only either 
single statistical feature. 

2. VIDEO OBJECT SEGMENTATION USING 
BACKGROUND SUBTRACTION 

Background subtraction is an efficient method to 
discriminate moving objects from the still background [1-3]. The 
idea of background subtraction is to subtract the current image 
from the still background, which is acquired before the objects 
move in. After subtraction, only non-stationary or new objects 
are left. This method is especially suitable for video 
conferencing [1] and surveillance [2] applications, where the 
backgrounds remain still during the conference or the 
monitoring time.  Nevertheless, there are still many annoying 
factors such as similar color appearing in both foreground and 



background areas, changing of lighting condition, and noise 
which have prevented us from using a simple difference and 
threshold method to automatically segment the video objects. To 
overcome these problems and to obtain a robust segmentation 
algorithm, we propose to utilize two statistics of the background-
subtracted images to obtain a more reliable segmentation result 
as described below.  

2.1. Background analysis 

The goal of the background analysis is to get a better 
reference background frame, which has less noise and random 
lighting change. To achieve this goal, we capture the statistics 
from the first N background frames (N was set as 10 in our 
experiments). Two statistical parameters, namely, mean and 
standard deviation, for each pixel of the background frames can 
be obtained: 
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where bk,i is the ith pixel in the kth background frame. Here, 
bmi=(bmY,i,bmCb,i,bmCr,i) and bvi=(bvY,i,bvCb,i,bvCr,i), each 
contains three components corresponding to the Y, Cb, and Cr 
components. 

The difference frame D can be obtained by the subtraction of 
the averaged background B from the current frame C  by: 
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where bmi is taken as in (1);  di ∈ D and ci ∈ C, correspond to 
pixel i in the difference frame and the current frame respectively.  

2.2. Segmentation with normalized statistics 
 

It is intuitive that the change caused by a foreground object 
can be large while the change caused by noise should be small 
and varies only around the mean value of the corresponding 
pixel in the background frames.  Here, we introduce: 
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where cyi’ is the luminance value of the ith pixel with 
background illumination normalization to take into account the 
effect of automatic gain control used in commercial cameras,  

n
iξ  is the normalized statistical feature of pixel i which will be 

used to classify the pixel i as a foreground pixel or a background 
pixel (the superscript n is used to indicate it is a normalized 
feature), ku and kv are both empirically set as 1.2. The 
denominator is the background variance due to camera noises, 
illumination change, etc. and is used as a normalization factor. 
Simulation results show that we can model the conditional 
probability distribution of the normalized statistical feature 
defined in (4) with a Gaussian distribution: 
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where m0 and σ0 represent the mean value and the standard 
deviation of ξn for the background while m1 and σ1 represent the 
mean value and the standard deviation of ξn of the foreground 
object. Fig. 1 shows the actual distribution of a test video 

sequence. From Fig. 1, we can see that the simulation result fits 
the Gaussian model reasonably well. Thus we can make a 
decision based on the following hypothesis test: 
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Assuming the conditional distribution of the normalized 
statistical feature is a Gaussian distribution as shown in (5), 
using the threshold to classify the foreground/background will 
cause some foreground pixels to be mis-classified as background 
pixels.  If we denote this error probability as Perr, then Perr can 
be calculated by: 
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where Tn is the threshold for the classification.  Define 
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From (7)-(9), it can be shown that: 
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So, the threshold is related to Perr: 
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From our simulations, we found that this threshold is slightly 
different from the optimal value for practical video sequences. 
The reason is that although the distribution is close to a Gaussian 
distribution, it is not a strict Gaussian distribution. The 
distribution of the background temporal statistical feature 
actually is slightly narrower than the Gaussian distribution and it 
drops off rather quickly after the peak.  Therefore, we control 
Perr, to result in a threshold n 'T  which is smaller than Tn in (11) 
and thus closer to the optimal value. 

Because the threshold should always be larger than the mean 
value of the distribution of nξ  for the background in order to 
avoid a major part of background pixels being assigned as 
foreground, we use an adaptive threshold: 
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Now, for the final decision, we use: 
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where n
if =1 means that pixel i belongs to the foreground object, 

otherwise, it belongs to the background object.  

2.3. Segmentation with high-order statistics 

It is shown in our previous study [1] that a pixel-wise 
statistical feature collected within a spatial window centered at 
each pixel of the difference frame can also be used for object 
extraction. For this spatially-windowed statistical feature, 
however, we found that using the difference pixel-value as the 



feature for classification, the conditional probability of a pixel 
belongs to the object cannot be modeled with a Gaussian 
distribution and overlaps a lot with the distribution of the 
difference caused by noise and lighting change, which make the 
segmentation difficult.  However, we found that if we use the 4-
th order variance of the spatially windowed statistical feature for 
classification, it is much easier to distinguish the background 
from the foreground object. 

We set a 3×3 window centered at each pixel in the difference 
frame and calculate the 4th-order variance as described in (14) 
and (15) [8,10], 
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where dyk is the luminance component of dk, si represents the 
window centered at pixel i, and M is the number of pixels in the 
window. 
The 4-th order variance 4

iσ  is compared with a threshold Ts: 
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Where, s
if  = 1 means that pixel i belongs to the foreground 

object, otherwise, it belongs to the background. 

3. SGMENTATION USING COMBINED 
FEATURES 

Fig. 2 shows the proposed segmentation scheme with 
combined statistical features. After analyzing the background, 
we then investigate both the normalized and the high-order 
statistical features of the difference frame D as described above. 
A decision is made for each feature using the methods 
mentioned in Section 2. The intermediate results obtained using 
the two statistical features are then combined to get the final 
extracted foreground objects. 

In general, both the two statistical features can distinguish 
the foreground object from the background. The advantage of 
using the normalized statistical feature is that it can reduce the 
effect of noises and lighting condition with normalization. 
However, it is difficult to get the exact object boundary without 
the high-order statistical feature. On the other hand, the 
advantage of using the high-order statistical feature is that it can 
extract a better object boundary compared to that using the 
normalized statistics. Unfortunately, when there are large flat 
regions or regions with little texture in the current frame, the 
performance of the high-order statistics-based method can be 
degraded. The main reason is that, when the regions in the 
foreground object and background are both flat, the high-order 
statistics of difference behaviors like noise that is concentrated 
in a very small zone around the mean value. 

Fig. 3 shows two situations in which neither the normalized  
statistics nor the high-order statistics can provide good results. In 
Fig. 3(a), the high-order statistics fails when the background is 
flat, which leads to the failure of collecting the high-order 
statistics inside the detecting window. In Fig. 3(b), the similarity 
of the foreground object and the background results in the failure 
of the normalized statistics. Fortunately, these two methods 

normally do not fail at the same time. Therefore, we integrate 
these two intermediate results by an OR operator, which is: 

n s1 1  1
0 otherwise

i i
i

f or f
f

 = =
= 


                          (17) 

After the initial segmentation, post-processing is applied to 
refine the final segmentation result. First, we extract the largest 
object region from the segmentation and remove extra regions in 
the background. Second, we fill in the small holes in the objects 
to remove noise.  Finally, morphological operators are used to 
refine the boundry. 

4. EXPERIMENTAL RESULTS 
 

In our experiments, instead of using standard video 
sequences, we used video sequences captured by ourselves, 
which are all in a QCIF (176×144) format.  There are two 
reasons why we used the self-captured sequences for test.  First, 
we need background frames in our algorithm that are not 
available in most of the standard video sequences. Second, the 
self-captured sequences can present more complex environment 
and are noisier than the standard sequences, thereby making 
them suitable for testing the robustness of the segmentation 
algorithms in practical situations. 

Objective evaluations are performed to compare the 
performance of the temporal, spatial, and combined 
segmentation schemes, as well as to choose the optimal 
thresholds. To obtain the ground truth, we first extracted objects 
with chromakeying. The extracted objects were then combined 
with other backgrounds to obtain the composed video sequences. 
We segmented out the video objects from these composed 
sequences using the proposed segmentation schemes and then 
compared the segmentation results with the ground truth. We 
adopt the objective criterion proposed in [11] to evaluate our 
segmentation algorithm as follows: 
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where ref
tM is the reference mask (the “ground truth”) and seg

tM is 
the segmented mask; ⊕ denotes the Exclusive-OR (XOR) 
operation. The segmentation performance measure 

),( est
t

ref
t MMd is equal to or less than 1. The closer the measure to 

1, the better the segmentation result. The test results are shown 
in Figs. 9-12, in which the Y-axis represents ),( est

t
ref
t MMd  of 

each frame and the X-axis indicates the corresponding frame 
number of the composed video sequences. 

Fig. 4 shows the objective evaluation results on a test video.  
It shows that the performance of the proposed segmentation 
schemes is very promising with stable objective evaluation very 
close to 1 for all the frames simulated. From Fig. 4, the 
combined scheme, which adopts both two statistical features, 
significantly outperforms the other two schemes using only a 
single feature. This is because the high-order statistics is better 
for accurately extracting the object boundary, while the 
normalized statistics is better for discriminating the inner part. 
Therefore combining two statistical features can lead to a more 
robust segmentation result. To show the performance of the 
algorithm in practical scenarios, we also tested it on three natural 



video sequences, which are with complex backgrounds, with 
textures in the foreground similar to that in the background, and 
with loops inside the objects, respectively. The results show our 
method produces satisfactory segmentation results for various 
practical situations. 

To evaluate the processing speed of the proposed algorithm, 
we tested our algorithm on a Pentium-III 600MHz PC. The 
average processing speed is about 9.5 frames/s. Our 
implementation has not yet been optimized with speed 
consideration. After optimization, it should be able to achieve 
higher speed, thereby being suitable for real-time applications. 

5. CONCLUSION 
 

In this paper, we proposed a robust object segmentation 
scheme based on pre-stored background information. By 
combining two statistical features, our segmentation algorithm 
can produce very promising segmentation results with low 
computational complexity. This segmentation algorithm can be 
performed in real-time for practical applications. Specifically, 
it’s suitable for videophone/conferencing and video surveillance 
applications where the background information can be easily 
obtained beforehand.  
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Fig. 1. Normalized statistics distribution. 

background objectsvideo

Background
Analysis 

Normalized 
Statistics 

High-order 
Statistics 

 
Post- 

processing

 

 
Joint Decision 

Fig. 2. Proposed object segmentation algorithm. 
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Fig. 3. Examples of segmentation results: Form left to right, each 
column in (a) and (b) represents: source video, extraction by the 
nomalized statistics, extraction by the high-order statistics and 
combination of two statistics features. 
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Fig. 4. Objective evaluation. 


