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Abstract—in this tutorial paper, we discuss the ITU-T H.263+ H.263 Version 2, also known as H.263+ in the standards
(or H.263 Version 2) low-bit-rate video coding standard. We community, was officially approved as a standard in January
first describe, briefly, the H.263 standard |nclud|r_1g its optional f1998 [7]. H.263+ is an extension of H.263, providing 12
modes. We then address the 12 new negotiable modes o tiabl d d additi | feat Th d
H.263+. Next, we present experimental results for these modes,new negota .e NOGes and-a ,' ional ieatures. ESE MOCES
based on our public-domain implementation (see our Web and features improve compression performance, allow the use
site at http://spmg.ece.ubc.ca). Tradeoffs among compressionof scalable bit streams, enhance performance over packet-
performance, complexity, and memory requirements for the switched networks, support custom picture size and clock
H.263+ optional modes are discussed. Finally, results for mode frequency, and provide supplemental display and external
combinations are presented. Lo

usage capabilities.

Index Terms—H.263, H.263+, video compression standards,
video compression and coding, video conferencing, video tele-
phony. [I. THE ITU-T H.263 STANDARD

The H.263 video standard is based on techniques common
to many current video coding standards. In this section, we

o ) describe the source coding framework of H.263.
N the past few years, there has been significant interest

in digital video applications. Consequently, academia a’Kj Baseline H.263 Video Coding
. .

I. INTRODUCTION

industry have worked toward developing video compressio
techniques [1]-[5], and several successful standards havé&id. 1 shows a block diagram of an H.263 baseline encoder.
emerged, e.g., ITU-T H.261, H.263, ISO/IEC MPEG-1, anilotion-compensated prediction first reduces temporal redun-
MPEG-2. These standards address a wide range of applicatié@gcies. Discrete cosine transform (DCT)-based algorithms are
having different requirements in terms of bit rate, picturen used for encoding the motion-compensated prediction
quality, complexity, error resilience, and delay. difference frames. The quantized DCT coefficients, motion
While the demand for digital video communication apYectors, and side information are entropy coded using variable-
plications such as videoconferencing, video e-mailing, at@ngth codes (VLC's).
video telephony has increased considerably, transmission ratek) Video Frame StructureH.263 supports five standard-
over public switched telephone networks (PSTN) and wireleB&d picture formats: sub-QCIF, QCIF, CIF, 4CIF, and 16CIF.
networks are still very limited. This requires compressiohh€ luminance component of the picture is sampled at these
performance and channel error robustness levels that cannof@s@lutions, while the chrominance componeits,and C'r,
achieved by previous block-based video coding standards s@#@ downsampled by two in both the horizontal and vertical
as H.261. Version 1 of the international standard ITU-T H.26directions. The picture structure is shown in Fig. 2 for the
entitled “Video Coding for Low Bit Rate Communications”@CIF resolution. Each picture in the input video sequence is
[6], addresses the above requirements and, as a result, becd#hdded into macroblocks, consisting of four luminance blocks
the new low-bit-rate video coding standard. of 8 pixels x 8 lines followed by one”'b block and oneC'r
Although its coding structure is based on that of H.26PJock, each consisting of 8 pixels 8 lines. A group of blocks
H.263 provides better picture quality at low bit rates with litidGOB) is defined as an integer number of macroblock rows, a
additional complexity. It also includes four optional modeBumber thatis dependent on picture resolution. For example, a
aimed at improving compression performance. H.263 has b&af®@B consists of a single macroblock row at QCIF resolution.
adopted in several videophone terminal standards, notably?) Video Coding Tools:H.263 supports interpicture predic-

ITU-T H.324 (PSTN), H.320 (ISDN), and H.310 (B-ISDN). tion thatis based on motion estimation and compensation. The
coding mode where temporal prediction is used is called an

inter mode. In this mode, only the prediction error frames—the

. . . _ , (Eifference between original frames and motion-compensated
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(GOB)
motion. This motion information is represented by two-
v v dimensional displacement vectors or motion vectors. Due
! 2 to the block-based picture representation, many motion
Magcroblock estimation algorithms employ block-matching techniques,
"3 Y4 cb Cr where the motion vector is obtained by minimizing a
cost function measuring the mismatch between a candidate
macroblock and the current macroblock. Although several cost
8 pels measures have been introduced, the most widely used one is
41 ] the sum-of-absolute-differences (SAD) defined by
BI 8 16 16
ock i
nes SAD=Y">"| Bij(k, ) = Biu j o(k, D) |
l = 5 k=1 =1

Fig. 2. H.263 picture structure at QCIF resolution.

where B; ;(k, 1) represents thék, )th pixel of a 16 x 16
macroblock from the current picture at the spatial location
(¢, ), and B;_,, j_.(k, I) represents thék, [)th pixel of a

current picture can be modeled as a translation of thosandidate macroblock from a reference picture at the spatial
within a previous picture, as shown in Fig. 3. In baselinlecation (¢, j) displaced by the vectofu, v). To find the

H.263, each macroblock is predicted from the previousacroblock producing the minimum mismatch error, we need
frame. This implies an assumption that each pixel withito calculate the SAD at several locations within a search
the macroblock undergoes the same amount of translatioméhdow. The simplest, but the most compute-intensive search
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method, known as the full search or exhaustive search method,
evaluates the SAD at every possible pixel location in the
search area. To lower the computational complexity, several
algorithms that restrict the search to a few points have been
proposed [8]. In baseline H.263, one motion vector per mac-
roblock is allowed for motion compensation. Both horizontal
and vertical components of the motion vectors may be of half —
pixel accuracy, but their values may lie only in thel6, 15.5]
range, limiting the search window used in motion estimation.
A positive value of the horizontal or vertical component of the
motion vector represents a macroblock spatially to the right or
below the macroblock being predicted, respectively.

b) Transform: The purpose of the & 8 DCT specified
by H.263 is to decorrelate the :8 8 blocks of original pixels
or motion-compensated difference pixels, and to compq':
their energy into as few coefficients as possible. Besides its
relatively high decorrelation and energy compaction capa-
bilities, the 8 x 8 DCT is simple, efficient, and amenabld™, n)th quantization value. The resulting real numbers are
to software and hardware implementations [9]. The motien rounded to their nearest integer values. The net effect
common algorithm for implementing the 8 8 DCT is that is usually a reduced variance between quantized coefficients
which consists of eight-point DCT transformation of the row@S compared to the variance between the original DCT co-
and the columns, respectively. Thex88 DCT is defined by efficients, as well as a reduction of the number of nonzero

ig. 4. Zigzag scan pattern to reorder DCT coefficients from low to high
uencies.

s s coefficients.

_ (2t + 1)m In H.263, quantization is performed using the same step

Com,m _a(m)ﬁ(”);z_:le o8 < 16 ) size within a macroblock (i.e., using a uniform quantization
= matrix). Even quantization levels in the range from 2 to 62 are

S <M)’ 0<m,n<7 allowed, except for the first coefficient (DC coefficient) of an

16 intra block, which is uniformly quantized using a step size of
where eight. The quantizers consist of equally spaced reconstruction
a0)=B0)=/L and  a(m)=p(n) = \/g levels with a dead zone centered at zero. After the quantization

process, the reconstructed picture is stored so that it can be
later used for prediction of the future picture.

Here, B; ; denotes the(i, j)th pixel of the 8 x 8 original d) Entropy coding: Entropy coding is performed by
block, andC,,, ,, denotes the coefficients of the>8 8 DCT Mmeans of variable-length codes (VLC's). Motion vectors
transformed block. The original 8 8 block of pixels can be are first predicted by setting their component's values to

foril<m,n<T7.

recovered using an & 8 inverse DCT (IDCT) given by median values of those of neighboring motion vectors already
s s transmitted: the motion vectors of the macroblocks to the
_ w(2m + 1)i left, above, and above right of the current macroblock. The

Bi; = Z Z Crm, ne(m) cos < 16 )fj(”) difference motion vectors are then VLC coded.

m=1n=1

Prior to entropy coding, the quantized DCT coefficients are
), 0<4,j<7. arranged into a one-dimensional array by scanning them in
zigzag order. This rearrangement places the DC coefficient
Although exact reconstruction can be theoretically achievditst in the array, and the remaining AC coefficients are
it is often not possible using finite-precision arithmetic. Whilerdered from low to high frequency. This scan pattern is
forward DCT errors can be tolerated, inverse DCT errors mubtistrated in Fig. 4. The rearranged array is coded using a
meet the H.263 standard if compliance is to be achieved. three-dimensional run-length VLC table, representing the triple
¢) Quantization: The human viewer is more sensitive tqLAST, RUN, LEVEL). The symbol RUN is defined as the
reconstruction errors related to low spatial frequencies thdistance between two nonzero coefficients in the array. The
those related to high frequencies [10]. Slow linear changessymbol LEVEL is the nonzero value immediately following a
intensity or color (low-frequency information) are importansequence of zeros. The symbol LAST replaces the H.261 end-
to the eye. Quick, high-frequency changes can often not btblock flag, where “LAST= 1" means that the current code
seen, and may be discarded. For every element positioncirresponds to the last coefficient in the coded block. This
the DCT output matrix, a corresponding guantization value ¢®ding method produces a compact representation of the 8

m(2n +1)j
- COS —
16

computed using the equation 8 DCT coefficients, as a large number of the coefficients are
C normally quantized to zero and the reordering results (ideally)
CL ., = Qm’", 0<m,n<7 in the grouping of long runs of consecutive zero values. Other

information such as prediction types and quantizer indication
whereC,,, ., is the(m, n)th DCT coefficient and},,, ,, is the is also entropy coded by means of VLC's.
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Fig. 5. ImprovedPB frames. (a) Structure. (b) Forward prediction. (c) Backward prediction. (d) Bidirectional prediction.

3) Coding Control: The two switches in Fig. 1 representThe longer motion vectors improve coding efficiency for larger
the intra/inter mode selection, which is not specified in thgicture formats, i.e., 4CIF or 16CIF. Moreover, by allowing
standard. Such a selection is made at the macroblock levabtion vectors to point outside the picture, a significant
The performance of the motion estimation process, usuafjgin is achieved if there is movement along picture edges.
measured in terms of the associated SAD values, can be ushi is especially useful in the case of camera movement or
to select the coding mode (intra or inter). If a macroblockackground movement.
does not change significantly with respect to the referencez) Syntax-Based Arithmetic Coding Mode (Annex E):
picture, an encoder can also choose not to encode it, a#keline H.263 employs variable-length coding as a means of
the decoder will simply repeat the macroblock located at thgtropy coding. In this mode, syntax-based arithmetic coding
subject macroblock’s spatial location in the reference picturig. ysed. Since VLC and arithmetic coding are both lossless

coding schemes, the resulting picture quality is not affected,
B. Optional Modes yet the bit rate can be reduced by approximately 5% due to

In addition to the core encoding and decoding algorithrﬁgfe more efficient arithmetic codes. It is worth noting that use

described above, H.263 includes four negotiable advanc%dthIS annex Is not 'Wlldespread. )
coding modes: unrestricted motion vectors, advanced predicS) Advanced Prediction Mode (Annex FThis mode  al-
tion, PB frames, and syntax-based arithmetic coding. The firStVs for the use of four motion vectors per macroblock, one
two modes are used to improve inter picture prediction. THgr €ach of the four 8< 8 luminance blocks. Furthermore,
PB-frames mode improves temporal resolution with little bipverlapped block motion compensation is used for the
rate increase. When the syntax-based arithmetic coding mdgf@inance macroblocks, and motion vectors are allowed to
is enabled, arithmetic coding replaces the default VLC codinBint outside the picture as in the unrestricted motion vector
These optional modes allow developers to trade off betweBlpde. Use of this mode improves inter picture prediction, and
compression performance and complexity. We next providéelds a significant improvement in subjective picture quality
a brief description of each of these modes. A more detailé®f the same bit rate by reducing blocking artifacts.
description of such modes can be found in [11] and [12].  4) PB-Frames Mode (Annex G)n this mode, the frame

1) Unrestricted Motion Vector Mode (Annex D)n base- Structure consists of B picture and & picture, as illustrated
line H.263, motion vectors can only reference pixels that ate Fig. 5(a). The quantized DCT coefficients of tBeand P
within the picture area. Because of this, macroblocks at thétures are interleaved at the macroblock layer such that a
border of a picture may not be well predicted. When the-picture macroblock is immediately followed byBapicture
unrestricted motion vector mode is used, motion vectors caracroblock. Therefore, the maximum number of blocks trans-
take on values in the range-B1.5, 31.5] instead off16, mitted at the macroblock layer is 12 rather than 6. The
15.5], and are allowed to point outside the picture boundarigscture is forward predicted from the previously decoded
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picture. TheB picture is bidirectionally predicted from the
previously decode® picture and thd® picture currently being
decoded. The forward and backward motion vectors f@& a
macroblock are calculated by scaling the motion vector from Block Above
the currenP-picture macroblock using the temporal resolution Vertical Prediction
of the P andB pictures with respect to the previoBspicture.
If this motion vector does not yield a good prediction, it can ‘
be enhanced by a delta vector. The delta vector is obtained by L
performing motion estimation, within a small search window, ‘
around the calculated motion vectors.

When decoding #B-frame macroblock, th® macroblock
is reconstructed first, followed by thB macroblock since
the information from theP macroblock is needed foB-
macroblock prediction. When using tfB-frames mode, the
picture rate can be doubled without a significant increase in
bit rate.

i T ] . -
Il. THE ITU-T H.263+ SANDARD Block to the Left Current Block

The objective of H.263+ is to broaden the range of ap- Horizontal Prediction

plications and to improve compression efficiency. H.263+, @ig. 6. Neighboring blocks used for intra prediction in the advanced intra
H.263 version 2, is backward compatible with H.263. Not onl§Pding mode.
is this critical due to the large number of video applications

currently using the H.263 standard, but it is also required Byiplement as a simple state machine can be used to generate
ITU-T rules. and decode them.

H.263+ offers many improvements over H.263. It allows the \ore importantly, reversible VLC's can be used to increase
use of a wide range of custom source formats, as opposeddsilience to channel errors. The idea behind RVLC's is that
H.263, wherein only five video source formats defining pictur@ecoding can be performed by processing the received motion
size, picture shape, and clock frequency can be used. Tiétor part of the bit stream in the forward and reverse
added flexibility opens H.263+ to a broader range of videgirections. If an error is detected while decoding in the forward
scenes and applications, such as wide format pictures, res@gection, motion vector data are not completely lost as the
able computer windows, and higher refresh rates. Moreov@gcoder can proceed in the reverse direction; this improves
picture size, aspect ratio, and clock frequency can be specifigfor resilience of the bit stream [13Furthermore, the motion
as part of the H.263+ bit stream. Another major improvemeQgctor range is extended to up 256, +255.5] depending
of H.263+ over H.263 is scalability, which can improve thep the picture size, as depicted in Table I. This is very useful

delivery of video information in error-prone, packet-lossygiven the wide range of new picture formats available in
or heterogeneous environments by allowing multiple display 263+,

rates, bit rates, and resolutions to be available at the decoder) Advanced Intra Coding Mode (Annex IThis mode im-
Furthermore, picture segmérdependencies may be limited,proves compression performance when coding intra mac-

likely reducing error propagation. roblocks. In this mode, inter block prediction from neighboring
intra coded blocks, a modified inverse quantization of intra
A. H.263+ Optional Modes DCT coefficients, and a separate VLC table for intra coded

y%eﬁicients are employed. Block prediction is performed using

Next, we describe each of the 12 new optional codin ‘ h lumi h .
modes of the H.263+ video coding standard, including t ta from the same luminance or chrominance components

modification of H.263’s unrestricted motion vector mode wheQ/’ C_r,.or Ob): AS iIIustrated_ in Fig. 6, one of thre_e different
used within an H.263+ framework. prediction options can be signaled: DC only, vertical DC and

1) Unrestricted Motion Vector Mode (Annex Dfhe defi- AC. or horizontal DC and AC. In the DC only option, only the
nition of the unrestricted motion vector mode in H.263+ i2C coefficient is predicted, usually from both the block above

different from that of H.263. When this mode is employeand the block to the left, unless one of these blocks is not in the
within an H.263+ frameWork .new reversible VLC's (RVLC’s)Same picture segment or is not an intra block. In the vertical
are used for encoding the difference motion vectors. The g and. AC optlop, the DC and first row of AC coefﬁc,ents
codes are single valued, as opposed to the earlier H.263 VLE'E vertically predicted from those of the block above. Finally,

which were double valued. The double-valued codes were ﬁr%tthe hori;_or_nal DC aﬂd AC opltlion, tz_e Dg,fand firr]st COllfm;]n
popular due to limitations in their extendibility, and also t& AC coefficients are horizontally predicted from those of the

their high implementation cost. Reversible VLC's are easy t02To exploit the full error resilience potential of RVLC's, the motion vector

bits should be blocked into one stream for each video frame, concatenating a
1A picture segment is defined as a slice or any number of GOB'’s precedadge number of RLVC’s. This can be performed by data partitioning, which
by a GOB header. is currently being proposed in H.263++.
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TABLE | within the bit stream act as resynchronization points, which
y MOTION vlewmore R/:/NGE IN 2.263+"3| help the decoder recover from bit errors and packet losses.
ANGE IVIODE . . .
NRESTRICTED MOTION VECTOR They also allow slices to be decoded in an arbitrary order.
Picture width | Horizontal motion || Picture height | Vertical motion 5) Supplemental Enhancement Information Mode (Annex
T E"‘f’;;ogf":,)“ge I E'C,;;’O_’;l"i;‘fge L): In this mode, supplemental information is included in
IR WLy L by ey 206 it B . . . . .
356, . 704 616595 992, ... 576 1,655 the bit stream in order to offer dlsplay.capab|l|.t|es. within
708, -, 1408 | [128, 1273 292, ... 576 64, 63.5 the coding framework. This supplemental information includes
1412, ..., 2048 | [-256, 255.5 580. .., 1152 | [-123, 127.5] support for picture freeze, picture snapshot, video segmenta-

tion, progressive refinement, and chroma keying. These added

functionalities are externally negotiated at the system layer
block to the left. The option that yields the best prediction iﬁjsing H.245 for example) to ensure picture synchronization.
applied to all blocks of the subject intra macroblock. The picture freeze option allows the encoder to signal a

The difference coefficients, obtained by subtracting thgmplete or partial freeze of a picture. Rectangular areas of
predicted DCT coefficients from the original ones, are theq picture can be frozen while the rest of the picture is still
quantized and scanned differently, depending on the seleciRthg updated. A picture freeze release code is explicitly sent
prediction option. Three scanning patterns are used: the bagicthe decoder. The picture snapshot option allows part of
zigzag scan for DC only prediction, the alternate-verticg) the full picture to be used as a still image snapshot by
scan (as in MPEG-2) for horizontally predicted blocks, ofn external application. When video subsequences can be
the alternate-horizontal scan for vertically predicted block§sed by an external application, such can be signaled by
The main part of the standard employs the same VLC tali video segmentation option of this mode. The progressive
for coding all quantized coefficients. However, this table igfinement option signals to the decoder that the following
designed for inter macroblocks and is not very effectivgictures represent a refinement in quality of the subject picture,
for coding intra macroblocks. In intra macroblocks, largess opposed to pictures at different times. The chroma keying
coefficients with smaller runs of zeros are more commogption indicates that transparent or semitransparent pixels can
Thus, the advanced intra coding mode employs a new Vige employed during the video decoding process. When set
table for encoding the quantized coefficients, a table thatds, transparent pixels are not displayed. Instead, a background
optimized to global statistics of intra macroblocks. picture that is externally controlled is displayed.

3) Deblocking Filter Mode (Annex J)This mode intro-  All of the above options are aimed at providing decoder
duces a deblocking filter inside the coding loop. Unlike iBupporting features and functionalities within the video bit
postfiltering, predicted pictures are computed based on filter@geam. For example, such options will facilitate interoper-
versions of the previous ones. A filter is applied to the edgsility between different applications within the context of
boundaries of the four luminance and two chrominance 8 windows-based environments.
blocks. The filter is applied to a window of four edge pixels 6) Improved PB-Frames Mode (Annex MThis mode is
in the horizontal direction, and it is then similarly applied iran enhanced version of the H.2@33-frames mode. The
the vertical direction. The weight of the filter’'s coefficientsnain difference is that the H.26BB-frames mode allows
depend on the quantizer step size for a given macrobloghly bidirectional prediction to predicB pictures in a
where stronger coefficients are used for a coarser quantizeB frame, whereas the improveB-frames mode permits
This mode also allows the use of four motion vectors pésrward, backward, and bidirectional prediction as illustrated
macroblock, as specified in the advanced prediction modeiafFig. 5. Bidirectional prediction methods, as illustrated in
H.263, and also allows motion vectors to point outside picturdg. 5(d), are the same in both modes, except that, in the
boundaries, as in the unrestricted motion vector mode. Timeproved PB-frames mode, no delta vector is transmitted. In
above techniques, as well as filtering, result in better predictietyward prediction, as shown in Fig. 5(b), tlemacroblock
and a reduction in blocking artifacts. The computationally predicted from the previouB macroblock, and a separate
expensive overlapping motion compensation operation of theotion vector is then transmitted. In backward prediction,
advanced prediction mode is not used here in order to kea&yp illustrated in Fig. 5(c), the predicted macroblock is equal
the additional complexity of this mode minimal. to the futureP macroblock, and therefore no motion vector

4) Slice Structured Mode (Annex KA slice structure, in- is transmitted. Use of the additional forward and backward
stead of a GOB structure, is employed in this mode. Thggedictors makes the improveRB frames less susceptible to
allows the subdivision of the picture into segments containirgignificant changes that may occur between pictures.
variable numbers of macroblocks. The slice structure consists?) Reference Picture Selection Mode (Annex N):H.263,
of a slice header followed by consecutive complete maa-picture is predicted from the previous picture. If a part of the
roblocks. Two additional submodes can be signaled to reflettbject picture is lost due to channel errors or packet loss, the
the order of transmission, sequential or arbitrary, and tlogality of future pictures can be severely degraded. Using this
shape of the slices, rectangular or not. These add flexibilityode, it is possible to select the reference picture for prediction
to the slice structure so that it can be designed for differeint order to suppress temporal error propagation due to inter
environments and applications. For example, rectangular slicegling. Multiple pictures must be stored at the decoder, and
can be used to subdivide a picture into rectangular regionstbé encoder should signal the necessary amount of additional
interest for region-based coding. The slice header locatiopisture memory by external means. The information which
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specifies the selected picture for prediction is included in the
encoded bit stream. / / /
If a back-channel is employed, two back-channel mode
switches define four messaging methods (NEITHER, ACK, !
NACK, and ACK+NACK) that the encoder and decoder
employ to determine which picture segment will be used for
prediction. For example, a NACK sent to the encoder from
the decoder signals that a given picture has been degraded by
E
|

errors. Thus, the encoder may choose not to use this picture for
future prediction, and instead employ a different, unaffected,
reference picture. This mode reduces error propagation, thus

@

maintaining good picture reproduction quality in error-prone EP EP Enhancement Layer

environments.

Y

8) Temporal, SNR, and Spatial Scalability Mode (Annex

0O): This mode specifies syntax to support temporal, SNR,

and spatial scalability capabilities. Scalability is a desirable

property for error-prone and heterogeneous environments. It

implies that the encoder’s output bit stream can be manipulated

any time after it has been generated. This property is desirable

in order to counter limitations such as constraints on bit P P Base Layer
rate, display resolution, network throughput, and decoder

complexity. In multipoint and broadcast video applications, ’ T ’

(b)

Iﬂ EP Enhancement Layer
d
I/

|

such constraints cannot be foreseen at the time of encoding.

Temporal scalability provides a mechanism for enhancing
perceptual quality by increasing the picture display rate. This
is achieved via bidirectionally predicted pictures, inserted
between anchor picture pairs and predicted from either one or
both of these anchor pictures, as illustrated in Fig. 7(a). Thus,
for the same quantization leveB pictures yield increased El
compression as compared to forward predidiefictures.B
pictures are not used as anchor pictures, i.e., other pictures are
never predicted from them. Therefore, they can be discarded
without impacting picture quality of future pictures; hence,
the name temporal scalability. Note that, whife pictures
improve compression performance as compared pictures,
they increase encoder complexity and memory requirements
and introduce additional delays.

Spatial scalability and SNR scalability are closely related, ©
the only difference being the increased spatial resolutiGiy. 7. lllustration of scalability features. (a) Temporal. (b) SNR. (c) Spatial.

provided by spatial scalability. An example of SNR scalable

p'C‘“FeS 'S shoyvn n .F'g' 7(b). SNR scalability implies thean be appropriately predicted from it. The standard allows the
creation of multirate bit streams. It allows for the recovery o . . ; .
. . L : resolution to be increased by a factor of 2 in the vertical only,
coding error, or the difference, between an original picture and . . . L
Ejr;rlzontal only, or both the vertical and horizontal directions

P Base Layer

its reconstruction. This is achieved by using a finer quantiz inal h 0 Th b itin| h
to encode the difference picture in an enhancement lay fasingle enhancement layer. There can be mulliple enhance-

This additional information increases the SNR of the overamént layers, each increasing picture resolution over that of the
reproduced picture; hence, the name SNR scalability. previous layer. The interpolation filters used to upsample the

Spatial scalability allows for the creation of multiresolutiofeference layer picture are explicitly defined in the standard.
bit streams to meet varying display requirements/constraift§ide from the upsampling process from the reference to the
for a wide range of clients. A spatial scalable structur@’hancement layer, the processing and syntax of a spatially
is illustrated in Fig. 7(c). It is essentially the same as ipcaled picture are identical to those of an SNR scaled picture.
SNR scalability, except that a spatial enhancement layer herdn €ither SNR or spatial scalability, the enhancement layer
attempts to recover the coding loss between an upsampled \&gtures are referred to & or EP pictures. If the enhancement
sion of the reconstructed reference layer picture and a high@yer picture is upward predicted, from a picture in the
resolution version of the original picture. For example, if theeference layer, then the enhancement layer picture is referred
reference layer has a QCIF resolution, and the enhancemienis an enhancemeht(El) picture. In some cases, when
layer has a CIF resolution, the reference layer picture musference layer pictures are coarsely represented, over coding
be scaled accordingly such that the enhancement layer pictofestatic parts of the picture can occur in the enhancement
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layer, requiring an unnecessarily excessive bit rate. To avaidthe advanced intra coding mode can be used for inter block
this problem, forward prediction is permitted in the enhanceeding when this mode is enabled. Large quantized coefficients
ment layer. A picture that can be forward predicted from and small runs of zeros, typically present in intra blocks,
previous enhancement layer picture or upward predicted frdracome more frequent in inter blocks when small quantizer
the reference layer picture is referred to as an enhanceerstep sizes are used. When bit savings are obtained, and the use
(EP) picture. Note that computing the average of the upwanf the intra quantized DCT coefficient table can be detected at
and forward predicted pictures can provide a bidirectiontie decoder, the encoder will use the intra table. The decoder
prediction option folEP pictures. For bottEl andEP pictures, will first try to decode the quantized coefficients using the
upward prediction from the reference layer picture impliggsiter table. If this results in addressing coefficients beyond the
that no motion vectors are required. In the case of forwafd coefficients of the 8« 8 block, the decoder will use the
prediction forEP pictures, motion vectors are required. intra table.

9) Reference Picture Resampling Mode (Annex P)is 13) Modified Quantization Mode (Annex TThe modified
mode describes an algorithm to warp the reference pictuggantization mode includes three features. First, it allows rate
prior to its use for prediction. It can be useful for resamplingontrol methods more flexibility in changing the quantizer
a reference picture having a different source format than tae the macroblock layer. Second, it enhances chrominance
picture being predicted. It can also be used for global motisality by specifying a finer chrominance quantizer step size.
estimation, or estimation of rotating motion, by warping th&hird, it improves picture quality by extending the range of
shape, size, and location of the reference picture. The syntagresentable quantized DCT coefficients.
includes warping parameters to be used as well as a resamplingn H.263, it is possible to modify the quantizer value at the
algorithm. macroblock level. However, only a small adjustmetttl(or

The simplest level of operation for the reference pictur¢2) in the value of the most recent quantizer is permitted.
resampling mode is an implicit factor of 4 resampling aghe modified quantization mode allows the modification of
only an FIR filter needs to be applied for the upsampling ariie quantizer to any value.
downsampling processes. In this case, no additional signalingn H.263, the luminance and chrominance quantizers are the
overhead is required as its use is understood when the s$zeéne. The modified quantization mode increases chrominance
of a new picture (indicated in the picture header) is differepicture quality significantly by using a smaller quantizer step
from that of the previous picture. size for the chrominance blocks relative to the luminance

10) Reduced Resolution Update Mode (Annex This blocks.
mode is most useful for highly active motion scenes with In H.263, when a quantizer smaller than eight is employed,
detailed backgrounds. It allows the encoder to send updauantized coefficients exceeding the representable range of
information for a picture encoded at a lower resolution, while-127, +127] are clipped. The modified quantization mode
still maintaining a higher resolution for the reference pictur@llows coefficients that are outside the range-e127, +127]
to create a final image at the higher resolution. The syntéx be represented. Therefore, when a very fine quantizer step
is the same as the baseline syntax, but interpretation of $ige is selected, an increase in luminance quality can be
semantics is different. The dimensions of the macroblocks aretained.
doubled, so the macroblock data size is one-quarter of what it
would have been without this mode enabled. Therefore, motion
vectors must be doubled in both dimensions. To produce the IV. TEST MODEL RATE CONTROL METHODS
final picture, the macroblock is upsampled to the intendedThe latest version of the H.263+ Test Model, TMN-8 [14],
resolution. After upsampling, the full-resolution texture videdescribes two rate control algorithms suitable for low delay
picture is added to the motion-compensated picture to cregigdeophone applications. Both methods use a buffer regulation
the full-resolution picture for future reference. scheme in which a target bit rate is chosen and pictures are

This mode is most useful in the case of movement ovekipped until the buffer reaches a limit below the number
picture boundaries and motion of large objects. The encodsrbits required to transmit the next picture. Since encoding
should have some means of detecting active scenes. It can thelays are directly related to buffer fullness, large variations
choose to enable the reduced resolution update mode for itéuffer content will produce undesirable variable delays.
corresponding pictures. The rate control methods try to achieve a target bit rate

11) Independently Segmented Decoding Mode (Annex BY: changing the macroblock quantizer. The most recent rate
In this mode, picture segment boundaries are treated as picttwatrol method, also described in [15], is based on a model
boundaries in the sense that no data dependencies acrosshéie chooses an “optimal” quantizer for every macroblock
segment boundaries are allowed. This includes estimationiofa given picture. First, the variances of all macroblocks
motion vectors and texture operations across picture bouma-the motion-compensated picture are calculated. Based on
aries. Use of this mode limits the propagation of errors, thtisese variances, and the remaining bits available for encoding
providing enhanced error resilience and recovery capabilitiese current picture, model parameters are updated. These
This mode can be better used with slice structures, whergaameters are then used to find an “optimal” quantizer for
slice can be sized to match a specific packet size, for exampmach macroblock. One of the model parameters allows for the

12) Alternative Inter VLC Mode (Annex SThe intra VLC weighting of macroblocks based on perceptual importance.
table designed for encoding quantized intra DCT coefficienthe test model describes a simple method to calculate this



COTE et al. H.263+ 857

parameter where a macroblock with high spatial activity TABLE I

(higher variance) is assigned a finer quantizer. PERFORMANCE IMPROVEMENTS IN PSNRFOR TMN-8's FuULL-SEARCH
The alternate rate control method, described in the TMN-5, MoTioN ESTIMATION OVER [TS FAST SEARCH ALTERNATIVE

TMN-6, and TMN-7 test models, uses a simpler technique for Seauence [ 8 kbps [ 16 kbps | 32 kbps [ 64 kbps | 128 kbps

adapting the quantizer. In this method, the quantizer is changed L' 0mFMAN 027 | 40.15 | 4027 | 4023

every macroblock row according to the bits remaining for the ~X° D05 | 002 | 4005 | +0.01

current picture. This method is simpler to implement than the

one previously described, but it also does not provide accurgieesent the quantized DCT coefficients, while quantization
quantizer selection making it less effective. without a dead zone improves the picture reproduction quality.
This is illustrated in Fig. 8, which presents coding results
V. EXPERIMENTAL RESULTS of the first intra pictures (i.e., where all of the macroblocks
The results discussed in this section are based on @ue intra coded) for th& component of the video sequences
implementation of H.263+ [16]. The results illustrate thé&lewsand Akiyo. Compression improvements of 15-25% are
tradeoffs among compression performance, complexity, emchieved. However, the advanced intra coding mode only im-
coding/decoding speed, and memory requirements of eachpodves compression performance of intra coded macroblocks.
the implemented modes: advanced intra coding mode (Ann&fus, negligible compression improvements are achieved for
1), deblocking filter mode (Annex J), improvedB-frames low-activity video sequences, where most macroblocks are
mode (Annex M), temporal, SNR, and spatial scalabilitinter coded.
mode (Annex O), alternative inter VLC mode (Annex S), Based on our implementation, the associated encoding time
and modified quantization mode (Annex T). The TMN-8 ratincreases by 5% on average, due to the prediction method
control methods are also compared in this section. Erreelection operations. This mode requires slightly more memory
resilience/recovery modes (slice structure mode, independentystore the reconstructed DCT coefficients needed for intra
segmented mode, and reference picture selection mode) hpkadiction. The increase in decoding time is negligible as
already been tested in a packet-lossy environment, and detatdety a few additions are required to predict an intra coded
discussions and results can be found in the accompanyimgcroblock.
paper [17].
The average peak signal-to-noise ratio (PSNR) is used as a
distortion measure, and is given by '

M

Deblocking Filter Mode

The deblocking filter mode improves subjective quality by
PSNR= 10 log — Z 2557 removing blocking and mosquito artifacts common to block-
M ~ (0n —19)2 based video coding at low bit rates. Many applications make
_ use of a postfilter to reduce these artifacts. This postfilter
where M_ is the number _O_f samples and, and r, are s usually present at the decoder, and is outside the coding
the amplitudes of the original and reconstructed piCtur§gy,, Therefore, prediction is not based on the postfiltered
respectively. The average PSNR of all encoded pictures i sjon of the picture. In our simulations, we used the postfilter
here used as a measure of objective quality. All of thgsqrined in the TMN-8 test model [14] for comparison with
results represent pictures 0299 of test sequences having QI jepiocking filter. Objective results of using the deblocking
resolution. Unless otherwise specified, rate control strategigs.. Jione are presented in Table IV. As seen in this table,
are not employed. Instead, a quantizer step size is fixed for@Q fiering process may decrease PSNR values. However, the
entire sequence. By selecting different values for the quantizgiyiective quality is usually improved significantly, as shown
step size, results are obtained for several bit rates. in Fig. 9. In the figure, results are shown for the sequence
The H.263+ TMN-8 model specifies two full-pixel accuracy- oo mandecoded using the deblocking filter alone, TMN-8
motlo_n estimation techniques: th_e conventional fu”'_sear‘ﬂbstfilter alone, and both the deblocking filter and postfilter at
technique and a fast-search technique. Unless otherwise SEECKbits/s and 10 fps. The reconstructed picture for frame
ified, all results are obtained using the fast-search motigher 75 is shown. The deblocking filter alone reduces
estimation implementation. Performance of this fast-seargf ing artifacts significantly, mainly due to the use of four
algorithm, described in [18], is close to that of the full-searcly iqn vectors per macroblock. The filtering process provides
algorithm for a given bit rate. This is |Ilustr§1ted in Table “smoothing, further improving subjective quality. The effects
for the two video sequencesoremanand Akiyo, coded at of the postfilter are less noticeable, and adding the postfilter
10 frames/s (fps), where the new TMN-8 rate control Wag, actually result in blurriness. Therefore, the use of the
u§ed and no optional modes were enabled. For the very ac%locking filter alone is usually sufficient.
video sequencé-oreman the cost of using fast search is | ja the advanced prediction mode of H.263, the deblocking
approximately 0.2 dB, but for typical videophone sequencgfa, mode involves using four motion vectors per macroblock.
such asAkiyq the PSNR levels are essentially the same. This requires additional motion estimation, increasing the com-
i putational load and resulting in a 5-10% additional encoding
A. Advanced Intra Coding Mode time. However, if the advanced prediction mode is employed,
This mode significantly improves compression of intréhe additional computational requirements associated with
macroblocks. Prediction lowers the number of bits required tbe deblocking filter mode are quite small. The advanced
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e

Fig. 9. Deblocking filter and TMN-8 postfilter: subjective results.

prediction mode already involves using four motion vectorguantization oB macroblocks. While this causes tBepicture

and only some additional filtering operations are required. to have a lower quality than th® picture, the increased
temporal resolution results in much better overall subjective
quality.

C. Improved PB-Frames Mode The PB-frames mode provides good compression perfor-

The PB-frames mode of H.263 can double the picturgnance levels, especially for low motion video sequences.
rate without significantly increasing the bit rate. The increas¢owever, since only bidirectional prediction is used for the
in bit rate is slight due mainly to bits saved by coarseB picture of thePB frame, when irregular motion is present
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Fig. 10. ImprovedPB-frames mode: rate-distortion performance for f@remanand (b) Akiyo

in the video sequence, quality of th® picture decreases baseline coder. The complexity of the improvEe@8-frames
considerably. The improveBB-frames mode of H.263+ ad- mode is slightly larger than that of thBB-frames mode.
dresses this problem by allowing forward ordy backward Besides the bidirectional prediction operation employed in
only prediction, in addition to bidirectional prediction, 8f the PB-frames mode, the improvdeB-frames mode normally
macroblocks. Since thB and P pictures are encoded at theinvolves backward prediction (although trivial as described
same time, reconstructdd macroblocks to the right of and above) and forward prediction. The computational load as-
below the currenP macroblock are not available for back- sociated with the improve@®B-frames mode is also usually
ward prediction of the currer® macroblock. Although causal larger than that of th®B-frames mode. Although its backward
P macroblocks are still available for backward prediction, thgrediction is trivial, and its bidirectional prediction does not
H.263+ standard requires that only the currBnthacroblock involve a restricted motion search to obtain a delta motion
may be used to predict the curreBtmacroblock. Therefore, vector, forward prediction of the improve@B-frames mode
backward motion vectors are not used. While this type @ usually very computationally intensive; hence, the compu-
backward prediction is not as effective as that of tle tational advantage for theB-frames mode.
pictures, it does make the H.268*B-frames mode pictures Like the H.263PB-frames mode, the H.263+ improvéB-
more robust than those of the H.2&B-frames mode with frames mode requires more memory both at the encoder and
respect to scene changes in video sequences. the decoder as compared to the H.263 baseline coder. Since
Our simulation results show that a significant improveme® andB pictures are processed at the same time, two pictures
in PSNR is achieved as compared to the H.ZE3frames usually have to be stored simultaneously in memory. There is
mode when an active video sequence is coded. This is dlso a delay of one frame associated with both of the above
lustrated in Fig. 10(a). The figure shows the PSNR gaimsodes, caused by encoding two instead of one picture. This
achieved by enabling the H.26BB-frames mode or the becomes a problem in real-time applications.
H.263+ improved®B-frames mode, as compared to using only
the H.263 baseline coder, for the luminance component Df Temporal, SNR, and Spatial Scalability Mode
the active video sequendeoremanat 10 fps. Also, using

. . 1) Temporal Scalability:Fig. 11 shows the average lumi-
the H.263+ improved®B-frames mode instead of the H.263 -
PB-frames mode, the PSNR d pictures is increased by nance PSNR versus bit rate for the two sequefRoegsmanand

imately 05 dB f ) bit rate. On the oth Akiyo. Each graph contains four curves, showing PSNR'’s for

ﬁpp(rjoxlrr‘]na iéNF\.’ > for a tﬂ'veﬂ ZGIFBBI? €. on 3 ONecoded sequences at base display rates of 5, 10, 15, ad 30

angd, the s gain over the H. rames mode 1S picture fps P-fps). Each of the corresponding video sequences
smaller for video sequences that have moderate motion.

d le is the | i id e iéA‘then extended to 30 fps via temporal scalability, i.e., 5, 2,
good exampie IS the 'ow motion video Sequentayo as g 1p pictures are inserted between anchor picture pairs in

shown in Fig. 10(b). Clearly, there is only a small gain e sequences with base display rates of 5, 10, anB-ifs,

PSNR for both theé® and B pictures. : . . . ;
. ly. Th f level h
Both the H.263B-frames and H.263+ improvdeB-frames [Deze]%cgvgiztur eg same fixed quantization level is used in bot

moddes |ncrt=£-at§e SlIJbStan.t'a"y tk:e encoder/decgdter E:r:)mﬁllexn or the same quantization level and temporal distance from
and computational requirements as compared 1o the 2:9 eference anchor picture, the compression performance of a

3The currentP macroblock is the® macroblock that has the same spatiaIB_ plcture Is at |ea.-5t_ as gOOd a_s that oPaplcture due to th?_
location as the currer® macroblock. bidirectional prediction alternatives. In all temporal scalability
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Fig. 11. Average luminance PSNR versus bit rate forHajemanand (b) Akiyo when temporal scalability is used.

cases tested hereiR, pictures require significantly more bitsemploys the same fixed quantization level as that of the
thanB pictures. Thus, on a picture-by-picture baslgictures enhancement layer in the scalable coder.
contribute more to increasing the total bit rate of a temporally Results for both sequences are shown in Fig. 12. Each
scaled bit stream. graph consists of two curves, one representing the bit rate
For a high-motion sequence likeoreman the scaled 15 and luminance PSNR for the nonscalable coder, and the other
B-fps sequence requires a much lower bit rate than the scategresenting the total bit rate and enhancement layer luminance
5 P-fps sequence and a slightly lower bit rate than the scale@&NR for the scalable coder. The results show that a 1-2
10 P-fps sequence. Note that the scaled Bfps sequence dB drop in PSNR is sacrificed when generating a two-layer
compares favorably to the reference B&fps sequence. At scalable bit stream. The multiple prediction options, including
low bit rates, the reference 3B-fps sequence is about 0.5upward prediction from the base layer, forward prediction from
dB better in terms of average PSNR than the scaled415 the enhancement layer, and bidirectional prediction from both
fps sequence. This difference becomes negligible at bit ratee base and enhancement layers, provide good inter frame
above 100 kbits/s, and the scaled RBps sequence actually prediction accuracy. However, the overhead associated with
outperforms the reference 3Bfps sequence at very high bitthe additional layer and the DCT coefficient refinements offset
rates. In the case dfkiyq, the scaled 1%-fps sequence againthe bit savings achieved by higher prediction accuracy.
requires a much lower bit rate than the scale®-fps base  3) Spatial Scalability: To evaluate spatial scalability, non-
sequence and a slightly lower bit rate than the scaled &@alable and scalable bit streams are again generated for the
P-fps sequence. Furthermore, the scaledPiips sequence sequenceskiyoandForeman The quantization level is fixed
achieves essentially the same compression performance Idgelall pictures at the base layer of the scalable sequence,
as that of the reference Ifps sequence, and it is slightlywhich has a QCIF resolution. The enhancement layer sequence
better for bit rates above 30 kbits/s. Clearly, increasing thmas a CIF resolution, and the quantization level is set to
number ofB pictures between consecutifepictures results that of the reference (base) layer. Again, the bit rate of the
in decreased compression performance. However, use ofeaonstructed enhancement layer sequence is defined as the
single B picture between anchor pictures yields comparabietal bit rate required for both the base and enhancement
compression performance to a Bdfps sequence, with the layers. The reconstructed enhancement layer sequence is then
added feature of a scalable display rate. compared to the reconstructed sequence obtained using the
2) SNR Scalability: To evaluate SNR scalability, one- andhonscalable coder. The nonscalable coder employs the same
two-layer, or nonscalable and scalable, bit streams are gerfexed quantization level as that of the enhancement layer in
ated for the sequenceskiyo and Foreman The quantization the scalable coder, and a CIF resolution video sequence.
level is fixed for all pictures at the base layer of the scalable Results for both sequences are shown in Fig. 13. Each
sequence. The enhancement layer quantization level is ajgaph consists of two curves, one representing the bit rate
fixed, being half that of the reference (base) layer. In our corand luminance PSNR of the nonscalable coder, and the other
parisons, the bit rate of the reconstructed enhancement laggpresenting the total bit rate and enhancement layer luminance
sequence is defined as the total bit rate required for both tAR8NR of the scalable coder. The results Akiyo show that a
base and enhancement layers. The reconstructed enhanceiehtdB drop in PSNR is sacrificed when generating a scalable
layer sequence is then compared to a reconstructed sequdiicetream. However, for the sequen€ereman the scalable
obtained using the nonscalable coder. The nonscalable cocaaler achieves as much as a 3 dB increase in PSNR over the
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Fig. 13. Average luminance PSNR versus bit rate forRajemanand (b) Akiyo when spatial scalability is used.

nonscalable coder. ABoremancontains high motion, cameraresults for this mode are obtained when fine quantizers are
motion, and occlusions, a significant proportion®picture used, as can be seen in Table Ill. At very high bit rates,
macroblocks (an average of around 10% per picture) are inbia savings of as much as 10% can be achieved. Recall that
coded in the nonscalable coder. In the scalable coder, mthat alternate inter VLC mode requires an extra scan of the
of this intra coding is performed at the base layer. Bloclkguantized DCT coefficients to determine if the use of the intra
that are intra coded by the nonscalable coder are, in ttable will be detectable by the decoder. The additional scan is
enhancement layer pictures of the scalable coder, predictdso required at the decoder. However, this added complexity
from the upsampled base layer pictures. is negligible, especially in software applications. In fact, less
than 2% additional encoding/decoding time is usually required.

E. Alternative Inter VLC Mode

This mode allows the intra macroblock quantized DcT- Modified Quantization Mode
coefficient VLC’s of the advanced intra coding mode to be To fully illustrate the capabilities of this mode, the TMN-
used for some inter coded blocks. This mode of operation8s[14] rate control method is used for all simulations in this
useful at high bit rates, when short runs of zeros and largection. Fig. 14(a) shows the chrominance PSNR performance
coefficients values are present, as the advanced intra codifighe video sequendeoremanwith and without the modified
mode run-length VLC’s are designed for such statistics. Bestiantization mode enabled. From this figure, it is clear that
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Fig. 14. (a) Chrominance and (b) average PSNR performancEdmmanwhen the modified quantization mode is enabled.

TABLE Il of PSNR, for a given bit rate. (It has also been reported in

AVERAGE BIT SAVINGS ON INTER FRAMES FOR THEALTERNATE INTER VLC M ODE [15] that the new TMN-8 rate control method can Outperform
Sequence || Quantizer | Y Bits Bits Bit the alternate method by as much as 1.2 dB when the same

Step Size | PSNR. | (No option) | (Annex S) | savings number of frames are coded.)
AKIVO 1 1379 | 9354 8891 163 (5%) : : .

5 9047 | 1128 4073 55 (1%) Fig. 15 illustrates buffer fullness per frame for thg video
B 12 36.94 | 2411 2405 6 (0%) sequences-oremanand Mother and Daughterat 48 kbits/s
ForeMan || 4 ALAL | 47659 44118 3511 ((7%) and 10 fps. In this figure, rate control | is the new test

8 37.15 | 22036 21175 861 (4%)  model method, and rate control Il is the alternate method

12 34.73 | 13498 13201 297 (2%)

6 2312 1 9434 9390 114 (1%) (also known as TMN-5, TMN-6, or TMN-7 rate contr_ol_
NEWS 4 1248 | 21591 19562 2029 (9%)  method). Whenever buffer content reaches the model limit,

?2 27?3 (“)78“ (1)2323 ggr‘ E%; frames are repeatedly skipped at the encoder until the buffer

p 35, 575 3485 265 (1% . L.

" 3354 | 4764 4639 125 (1%) content is below the limit. In the case of rate control Il, many

frames are skipped, reducing temporal resolution, which can
be critical in applications such as lip reading or sign language.
the chrominance PSNR increases substantially at low bit ratEgrthermore, the buffer content varies substantially from frame
Naturally, this causes a drop in luminance PSNR as fewer bigsframe (i.e., exhibiting high variance), introducing variable
remain to represent the luminance coefficients. However, tigiglays at the decoder. Finally, as buffer underflow occurs quite
drop is rather insignificant, and the overall PSNR performanfi@duently, the available bandwidth is often not fully utilized.
is usually improved. Fig. 14(b) shows that the overall PSNRN the other hand, rate control | maintains a desirable, constant
performance is indeed higher when the modified quantizatibsffer fullness, offering a low and, more importantly, near-
mode is enabled. constant delay. Furthermore, the available bandwidth is fully
The modified quantization mode adds very little complexitytilized by avoiding buffer underflow.

to the coder. It requires only that syntax be added to represen¥Vhile this new rate control method is superior in terms of
the extended coefficient range and the modified differenbéffer fullness control performance, the number of compu-
quantizer. Using this mode, the resulting encoding speedt@ions increases, due mainly to variance calculations. In our

very close to that of the H.263 baseline coder. implementation, this increases encoding time by approximately
5%. However, better computation—performance tradeoffs may
G. Test Model Rate Control Methods: Evaluation be obtained by using, instead of variances, sum of absolute

differences. Moreover, the calculation of variances may be

_ Both test model (TMN) bit rate control algorithms werg, o horated in the motion estimation process, further reducing
implemented. In general, for a given bit rate, the two metho%mputational complexity.

usually achieve similar PSNR level. However, the new rate

control method introduced in TMN-8 [14], [15] achieves the ) ) ,
target bit rate more accurately. Moreover, it keeps a buffét Summary: Encoding/Decoding Speed and Compression
content well below the maximum level, thus reducing frami"Provements of Individual Modes

skipping as well as delay. If it is assumed that the decoderFig. 16 illustrates the added encoding computation times
simply repeats the previous frame to replace a skipped franoé,ndividual H.263 and H.263+ optional modes tested above
then the new bit rate control method performs better, in terrfexcept Annex O). The results were obtained by encoding 300
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Fig. 15. Comparison of test model rate control methods based on encoder buffer regulation Fargmean and (b) Mother and Daughterat 48
kbits/s and 10 fps.

frames of the video sequenderemanat 64 kbits/s using than that of H.263. Setting thEB-frames mode on results
our software coder [16] on a Pentium 200 MHz. The TMN-& a reduction in encoding time as only a restricted motion
new rate control method was used. Decoding of an H.2@&3timation operation is performed for tiepicture of aPB
compliant bit stream can be easily performed in real timfleame. Encoding time is at most half of that of full search
on the same Pentium PC. Additional computational resouraastion estimation when the fast search method is used (except
required by the H.263+ modes are also negligible in ofior the H.263PB-frames mode). Interestingly, the additional
software decoder implementation, and real-time decoding mércentages of encoding times are similar for both the full-
an H.263+ compliant bit stream can still be supported. Ttand fast-search motion estimation cases.

encoder’s speed of the H.263 baseline coder with any H.263A summary of compression improvements resulting from
or H.263+ individual mode enabled is at most 15% largehe use of individual modes tested above (except Annex
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Fig. 16. Encoding CPU times for the H.263 and H.263+ modes for the video seqbkeremanat 64 kbits/s.

0), with the new TMN-8 rate control method, are given in TABLE IV

Table IV. Results are presented for low and high bit rates SUMMARY OF IMPROVEMENT IN PSNR (dB)FoR H.263 AND H.263+
. . . . INDIVIDUAL MODES AT (a) Low BIT RATES AND (b) HIGH BIT RATES

using three QCIF video sequences at 10 fps: an active video

SequenceForeman a Sign |anguage video Sequen&lent Annex ” ForrMaN 32 kbps | SILENT 24 kbps I AKIYO 8 kbps
d a tvpical head-and-shoulder vid Ak It’ No Option 3014 dB 3271 dB 33.9d8
and a typical head-and-shoulder video sequeAkgja It can 7 0T o0T ot
be observed that a given mode is not always suitable for any, +0.08 +0.04 o
bit rate and/or any sequence. For example, the alternate intér +0.28 +0.06 +0.19
. . . . . : _pictures || -0.57 20.05 5
VLC mode achieves compression gains only at high bit rates’ 7™ NYT Y e
Moreover, the deblocking filter mode may yield a decrease iry 0.0 o1 0.4
PSNR, but the resulting picture subjective quality is usually _ +0.18 +0.12 -0.24
much better. However, the latter mode may result in excessivé' 1“:;;‘; ’f(')]‘gﬁ 183 Tgéf
blurriness at very low bit rates. Another observation is thatg 1002 10.02 503
the modified quantization mode does not lead to compression 0.4 0.2 +0.4
gains at high bit rates for low motion sequences, as the ex- (@

tended quantized coefficients range and the finer chrominance
quantization are rarely used. The unrestricted motion vectg¥"*™

FoREMAN 128 kbps | SiLiar 96 kbps | Axivo 32 kbps

mode shows PSNR improvements for sequences with motigi?- """ e i .20 db
across picture boundaries (Foreman for example), or at T $0.06 +0.13 +0.08
CIF and larger resolutions. v ‘ +0.58 013 +0.33

For high motion sequences (e.§oremar), the use of four EEIEI‘LE“ v o o
motion vectors per macroblock and the use of an extendad 0 +0.07 -0.03
motion vector range improves compression performance si%i,m"‘_v,‘,‘,,,,___jQ;48 -0.02 -0.23
nificantly. Larger macroblock displacements present in high® PS:::“::: ‘jféz f('f(‘m fl’g
motion sequences may not be accurately represented usingthe | 30.06 093 00T
motion vector range specified by baseline H.263. Furthermor, o2 +0.03 -0.05
the use of four motion vectors allows for better prediction (b)

and more accurate motion compensation. Therefore, for such

high motion video sequences, the advanced prediction mddetion vectors may not justify the additional computational
and/or the deblocking filter mode (both using four motiorequirements.

vectors per macroblock) and the unrestricted motion vectors
mode should be employed. The use of four motion vec-
tors can also be beneficial for low-motion video sequences.
However, since many macroblocks are not coded, the overalWith the large number of possible mode combinations, it
compression gain is not as significant, and the use of fooecomes difficult for implementers to select combinations that

VI. MoDE COMBINATIONS: COMPRESSION
PERFORMANCE AND COMPLEXITY
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TABLE V

COMBINATIONS OF MODES COMPRESSIONPERFORMANCE AND ENCODING TIME FOR THE TYPICAL VIDEOPHONE SEQUENCE AKIYO AT (a) 8 kbps
AND (b) 32 kbps Br RATES AND FOR THE ACTIVE VIDEO SEQUENCE FOREMANAT (C) 32 kbpsanp (d) 128 kbps Br RATES

865

Combined FAST ME FULL ME
Annexes PSNR Encoding PSNR Fncoding
Level 1 P-pictures time P-pictures timne
Baseline 33.9 dB 16.9 sec 33.9 dB 11 sec
- +0.74 +28% +0.74 +25%
(@)
Combined FAST ME FULL ME
Annexes PSNR Encoding PSNR Encoding
Level 1 P-pictures time P-pictures time
Rascline 39.26 dB 18.8 scc 39.26 dB 35.4 sec
[-J-T +0.38 +28% +0.44 +25%
(b)
Combined FAST ME FULL ME
Annexes PSNR Encoding PSNR Encoding
Level 3 P-pictures | B-pictures time P-pictures | B-pictures time
Baseline 30.44 dB N/A 20.8 sec 30.44 dB N/A 56.4 see
(T-J-"TY+(D)+(F-S) +0.79 N/A +39% +0.55 N/A +26%
(1-J-"DY+H(D)+(F-S-M) +1.24 +0.56 +27% +0.88 +0.3 +22%
(©
Combined FAST ME TULL ME
Annexes PSNR Encoding PSNR Encoding
Level 3 P-pictures | B-pictures time P-pictures | B-pictures time
Baseline 35.83 dB N/A 25.3 sec dB N/A 35.83 dB 54.9 see
(T-J-T)+(D)+(T-S) +1.05 N/A +34% +1.1 N/A +21%
(T-J-T)+(ID)+(F-5-M) +1.52 -0.42 +15% +1.53 -0.27 +19%
(d)

are suitable for their applications. The ITU-T video expertsanced display capabilities, but does not impact performance.
group decided to include nonnormative mode combinations ‘Blse implicit factor of four resampling option is currently not
guidelines for implementers. Appendix Il of ITU-T Recom-available in [16].

mendation H.263 Version 2, entitled “Recommended Optional Table V presents results for the Level 1 and Level 3 mode
Enhancement,” describes levels consisting of recommendinbinations for the video sequencékiyo and Foreman
mode combinations that are obtained based on the perftfspectively. Based on our experiments, using a higher level of
mance of individual modes. The performance criteria afBode combinations provides better compression performance,
the improvement in subjective quality, the impact on delag,;peda”y for highly active video sequences suckaeman

and the additional complexity, computation, and memoRY @ much as 1.5 dB at high bit rates. Moreover, the encoding
demands. time of an H.263+ encoder employing a combination of modes

The Level 1 preferred combination of modes includes tHat includes the improve# B-frames mode is reduced since
advanced intra coding (Annex 1), deblocking filter (Annex Jj'ny computationally expensive operations are not required
supplemental enhancement information, full-frame freeze o %}theB picture of a3 frame. Fln?IIy, note that the encoding
(Annex L.4), and modified quantization (Annex T) modes Tht e is, at most, approximately 25% greater, even for the Level

e S . ) i mbinations of m .
Level 2 preferred combination of modes includes, in addition combinations of modes
to the Level 1 modes, the unrestricted motion vector (Annex
D), slice structure (Annex K), and reference picture resampling _
and the implicit factor of four only (Annex P) modes. Finally, [] K.-H. Tzou, H. G. Musmann, and K. Aizaw£EE Trans. Circuits Syst.
the L 13 f d binati i d includ L | 2 Video Technol(Special Issue on Very Low Bit Rate Video Codlingl.

e Level 3 preferred combination of modes includes Level 2 4 "oy 213 367, June 1994. . _
and Level 1 preferred modes, and the advanced predictiddl W. Li, Y.-Q. Zhang, and M. L. Liou,Proc. IEEE (Special Issue on
(Annex F) improvedPB frames (Annex I\/I) independent Advances in Image and Video Compres}iaol. 83, pp. 135-340, Feb.

' ' 1995.
segment decoding (Annex R), and alternate inter VLC (Annexg] H. Li, A. Lundmark, and R. Forchheimer, “Image sequence coding at
S) modes very low bitrates: A review,|IEEE Trans. Image Processingol. 3, pp.

' . . : 568-609, Sept. 1994.

In our experiments, an error-free environment is assumeg; B. Girod, K. B. Younes, R. Bernstein, P. Eisert, N. Farber, F. Hartung, U.
Thus, the H.263+ modes for error resilience (Annexes K, N,
and R) are here excluded. Similarly, the full-frame freequ]
option is not included in our simulations as it provides en-
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