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Non-Standard Coding Techniques

• Vector Quantization (VQ)
• Fractal coding
• Subband and Wavelet coding
• Model-based coding
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Vector Quantization

Vector Quantization (Cont.)

Codebook

...

...

...

...

Best Match
Search
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Lookup

index
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• Linde, Buzo, Gray, 1980: Lloyd algorithm generalized for VQ

• Assumption: fixed codeword length

• Code book unstructured: full search

LBG Algorithm

Best representative
vectors

for given subdivision
of training set

Best subdivision
of training set

for given
representative vectors

VLC VQ

Chou, Lookabaugh, Gray, 1989: extended LBG algorithm for 
entropy-coded VQ
Lagrangian cost function: solve unconstrained problem 
rather than constrained problem

min{D+λR}
Unstructured codebook: full search for min{D+λR}

The most general coder structure:
Any source coder can be interpreted as VQ with VLC
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Lattice Vector Quantization

8D VQ of Gauss-Markov Source
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8D VQ of Memoryless Laplacian Source

Vector Quantization

• Highly asymmetrical encoding and decoding complexity 

• Encoding complexity depends on the codebook size

• Decoding is done simply by table lookup

• Codebook design usually is an iterative process   

which involves off-line training

• Different codebook designs result in different quality
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Fractals

Affine Transformation
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Maps points into new points according to the transform:

• Can model scaling, translation, rotation, etc.
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Fractal Image Coding

Partition the image
into DOMAIN regions

Choose a set of allowable 
RANGE regions

Point to the first DOMAIN

Find the affine transform
and the best matched RANGE

Store the affine coefficients

Last
DOMAIN ?

Output header and the
packed affine coefficients

Choose the class of
affine transforms

Point to next 
DOMAIN

N

Y

Fractal Image Decoding

Read domain partition info
and unpack affine coef.

Create memory buffers for the 
DOMAIN and RANGE screens

Point to the first DOMAIN

Replace DOMAIN with transformed
data using the affine coefficients

Store the affine coefficients

Last
DOMAIN ?

Copy contents of DOMAIN 
screen to RANGE screen

Initialize the RANGE
screen buffer to an 

arbitrary initial state

Point to next 
DOMAIN

N

Y

More
iterations?

Y

Output the 
final DOMAIN

screen

N
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Fractal Coding

- Real-time encoding is a problem
- Currently quality may not be better than JPEG and MPEG 

(especially for high quality applications)
+ Real-time decoding is simple, can be implemented using 

regular PC
+ Resolution independent
+ Relatively new, may have more room for improvement

Interpolation Error Coding
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Signal to be encoded

Interpolation Error Coding (Cont.)

Predictive Pyramid Coding
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Predictive Pyramid Coding (Cont.)

 + + + = ×  − 2

Number of samples to be encoded =
1 11 number of original image samples

1
N

N N N

subsampling factor

Signal to be encoded

Predictive Pyramid Coding (Cont.)



11

Page 11

Interpolation error coding Pyramid

Resolution layer #0, interpolated to original size for display

Interpolation Error Coding vs. Pyramid

Interpolation error coding Pyramid

Resolution layer #1, interpolated to original size for display

Interpolation Error Coding vs. Pyramid (Cont.)
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Interpolation error coding Pyramid

Resolution layer #2, interpolated to original size for display

Interpolation Error Coding vs. Pyramid (Cont.)

Interpolation Error Coding vs. Pyramid (Cont.)

Interpolation error coding Pyramid

Resolution layer #3

=
(original)
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Open-loop Pyramid (Laplacian Pyramid)

Two-layer Open- vs. Closed-loop Pyramid
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Subband Coding

Two-Band Analysis Filter Band

• To eliminate aliasing distortion, the synthesis and 
analysis filters must have certain relationships

frequency

amplitude

W/2

low band high band

W0
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Two-Band Subband Codec

– H0(z) : the z-transform of the low-pass analysis filter
– H1(z) : the z-transform of high-pass analysis filter
– G0(z) and G1(z) are the corresponding synthesis 

filters
– The downsampling factor is 2, so as the upsampling

22

Σ
X(z) Y(z)

H0(z)

H1(z) G1(z)

G0(z)2 2

downsample by a factor of 2

upsample
coding and
transmission

Low-pass Subband Generation and Recovery

Fs
2
Fs

4
Fs–Fs

low pass filtered
spectrum

compressed/downsampled

expanded/upsampled

after low-pass recover
filter

Frequency

etc.

aliasing

A

B

C

D
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High-pass Subband Generation and Recovery

Fs
2
Fs

4
Fs–Fs

expanded/upsampled

after high-pass recovery

Frequency

etc.

aliasing

high-pass filtered
spectrum

compressed/downsampled

A

B

C

D

Perfect Reconstruction in Subband Coding

)()()()()( 1100 zYzGzYzGzY ⋅+⋅=

The reconstructed output in z-transform notation:

)]()()()([
2
1)( 000 zXzHzXzHzY −⋅−+⋅=

)]()()()([
2
1)( 111 zXzHzXzHzY −⋅−+⋅=

where

where the aliasing components from the downsampling of 
the lower and higher bands are given by H0(-z)X(-z) and 
H1(-z)X(-z) respectively 
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1          

)()]()()()([
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1100
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zXzGzHzGzH

zXzGzHzGzHzY
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Perfect Reconstruction in Subband Coding

The first term is the desired reconstructed signal, while the 
second term is aliased components 

0 1 1 0( ) ( )    and    ( ) ( ) G z H z G z H z= − = − −So, 
sets

With such a relation between the synthesis and analysis 
filters, the reconstructed signal now becomes: 

)()]()()()([
2
1)( 1010 zXzHzHzHzHzY ⋅−−−⋅=

Example: Two-channel Filter Bank with Perfect 
Reconstruction
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Quadrature Mirror Filter

Subband and Wavelet Coding

8f04f02f0f0 16f00

frequency

amplitude

0

frequency

amplitude

5f03f02f0f0 10f04f0 6f0 7f0 8f0 9f0

Subband Decomposition

Wavelet Decomposition



19

Page 19

Subband and Wavelet Coding (Cont.)

h(n)

g(n)

2

2

2
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Subband and Wavelet Coding (Cont.)
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2-D Discrete Wavelet Transform

2-D Discrete Wavelet Transform (Cont.)
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Similarities among Image Subbands

Zerotree Coding of Higher Bands

• The higher order wavelet coefficients are coded 
with the embedded zero-tree wavelet (EZW)

• The method 
– based on the concept of quantization by successive 

approximation, 
– exploits the similarities of the bands of the same 

orientation.
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Principle of Successive Approximation

– As shown above, the quantized length, can be 
expressed as

3216232
1

16
1

8
0

4
0

2
10ˆ lllllllllL ++=⋅⋅⋅⋅⋅×+⋅×+×+×+×+×=

L

l

l/2

l/8
l/4

l/16
l/32

Zerotree Coding: Quadtree Representation of 
Higher Bands

• Subimages of lower bands have quarter dimensions of their higher 
bands

• A quad-tree representation of the bands of the same orientation for 
a 10-band splitting is shown below (three-stage wavelet transform)

• If a coefficient in LH3 is zero, it’s more likely that its children in 
higher bands of LH2 and LH1 will also be zero => “zero tree”

HL1

LH1
HH1

LL

LH2

LH3

HH2

HH3

HL3 HL2
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Embedded Zerotree Wavelet Algorithm

For the highest bands, ZTR and IZ symbols are merged into one 
symbol Z
Successive approximation quantization and encoding

Initial “dominant” pass
Set initial threshold T, determine significant coefficients
Arithmetic coding of symbols ZTR, IZ, POS, NEG

Subordinate pass
Refine magnitude of coefficients found significant so far by one bit 
(subdivide magnitude bin by two)
Arithmetic coding of sequence of zeros and ones.

Repeat dominant pass
Set previously found significant coefficients to zero
Decrease threshold by factor of 2, determine new significant 
coefficients
Arithmetic coding of symbols ZTR, IZ, POS, NEG

Repeat subordinate and dominate passes, until bit budget is 
exhausted.

Embedded Zerotree Wavelet Algorithm (Cont.)
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A Coding Example of EZW (Shapiro 93)

4-430-65115
6363-46-32

40-232-303

2-26447-19-5
23-248-14-7-9

93-75-1231415

-1643-131423-31
7-121371049-3463

A Coding Example of EZW (Cont.)

0Z-2LH1

0Z-3LH1

48POS47LH1

0Z-1LH1

0Z4HL1

0Z3HL1

0Z13HL1

0Z7HL1

0ZTR-7LH2

0ZTR-9LH2

0IZ14LH2

0ZTR15LH2

0ZTR-13HL2

0ZTR14HL2

0ZTR10HL2

-48POS49HL2

0ZTR23HH3

0IZ-31LH3

-48NEG-34HL3

48POS63LL3

Rec ValueSymbolCoef ValueSubband
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Features of The EZW Algorithm

The use of zero trees reduces the number of symbols to be 
encoded
The use of a very small alphabet to represent an image 
makes adaptive arithmetic coding very efficient
The maximum distortion of each pass is bounded by the 
threshold used in the pass
At any given pass, only the coefficients with magnitudes 
larger than the current threshold are encoded nonzero => 
prioritize the coefficients of different importance
With the successive approximation process, the encoding 
and decoding can stop at any point => not only makes 
possible an extremely precise bit-rate control, but also 
achieves the best possible quality at an given bit-budget
Embedded spatial/SNR scalability

Embedded Zerotree Wavelet Algorithm (Cont.)

Decoding: bitstream can be truncated to yield a coarser 
approximation: “embedded” representation
Further details: J. M. Shapiro, “Embedded image coding 
using zerotrees of wavelet coefficients,” IEEE Transactions 
on Signal Processing, vol. 41, no. 12, pp. 3445-3462, 
December 1993.
Enhancement SPIHT coder: A. Said, A., W. A. Pearlman, “A 
new, fast, and efficient image codec based on set 
partitioning in hierarchical trees,” IEEE Transactions on 
Circuits and Systems for Video Technology, vol. 63 , pp. 
243-250, June 1996.
JPEG-2000 standard similar to SPIHT



26

Page 26

Video Coding with Wavelet Transform

n-band wavelet
decomposition

motion compensation at the last 
stage and refinement at other 
stages

DCT-based
encoder (MPEG-1)

EZW 

Video
in

MVs

bitstream

Set Partitioning in Hierarchical Trees (SPIHT)

A. Said, A., W. A. Pearlman, “A new, fast, and efficient 
image codec based on set partitioning in hierarchical trees,”
IEEE T-CSVT, vol. 63 , pp. 243-250, June 1996.
JPEG-2000 standard is similar to SPIHT (EBCOT)
Preliminary Algorithm

Output n = floor(log2(max(i,j){|Ci,j|}))
Output µn, followed by the pixel coordinate η(k) and sign 
of each of the coefficients such that 2n ≤ |Cη(k)| ≤ 2n+1

(sorting pass)
Output the nth MSB of all the coefficients with |Ci,j| ≥ 2n , 
in the same order used to send the coordinates 
(refinement pass)
Decrease n by one and go to step (2)
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Set Partitioning in Hierarchical Trees (SPIHT)

Function used in the sorting pass

Assume O(i,j) represents a set of coordinates of all off-
spring of node (i,j), that is O(i,j) = {(2i,2j). (2i, 2j+1), (2i+1,2j), 
(2i+1,2j+1)}
Define D(i,j) as a set of coordinates of all descendants of the 
node (i,j), and H, a set of coordinates of all spatial 
orientation tree
Finally define L(i,j) = D(i,j) - O(i,j) 

{ },( , )
1, if max  2

( )   
0,

n
i ji j T

n

C
S T

otherwise
∈

 ≥= 


Set Partitioning Rules

the sets {(i,j)} and D(i,j), for all (i,j) “member of” ∈ H
If D(i,j) is significant, it is partitioned into L(i,j) plus the four 
element sets with (k,l) ∈ O(i,j)
If L(i,j) is significant, it is partitioned into the four sets D(k,l), 
with (k,l) ∈ O(i,j)
Each of the four sets now has the format of the original set, 
and the sample partition can be used recursively
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Performance of SPIHT

Transform coding is a special case of subband coding with:
• Number of bands = order of transform N
• Subsampling factor K = N
• Length of impulse responses of analysis/synthesis filters ˜ N

Filters used in subband coders are not in general orthogonal.

Subband Coding vs. Transform Coding
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8X8 DCT

8-channel 
subband
Decomposition
(using DCT filters)

Original image

re-order

Subband Coding vs. Transform Coding (Cont.)

Frequency Response of a DCT of Order N = 8
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Model-based Coding

• Has potential to achieve very low bitrates by using
source models at both the encoder and decoder

- Object oriented coding

- Wired frame model

Parameters of Object Based Coding

Shape

Motion

Texture
Information

.
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Wire-Frame Model


