Video Coding & Communications
 Fall ’02
Midterm Exam

(Open Book)

1.  (25%)

(a) For video compression using motion compensated predictive coding, compare the advantages and disadvantages of using a large block-size and a small block-size? (5%)
(b) Explain why DCT is adopted in most video coding standards instead of KLT, DFT, and DST (Discrete Sine Transform) in terms of coding efficiency and computational complexity? (5%)
(c) In MPEG-2 coding, why frame/field DCT and frame/field Motion Compensated Predictive Coding (MCP) give better coding efficiency compare to pure frame or pure field DCT and MCP? (5%)
(d) Describe one application scenario where you would choose motion JPEG (i.e., encode each frame in a sequence using JPEG coder) over H.26x, MPEG-1, or MPEG-2 for encoding your video sequences. (5%)
(e) Is the following equality true? DCTn(n(AB) = DCTn(n(A) DCTn(n(B), where A and B are n(n matrices. If it is true, prove it, otherwise, give a counter example. (5%)
Sol:

(a)  Using a large block-size will have the following advantages and disadvantages:

   advantages: 

(1) less overhead cost for sending motion vectors since fewer MVs need to be sent

(2) higher coding gain in intra-coding due to better energy compaction achieved 

disadvantages:

(1)  more cost in 2-D DCT computation

(2)  higher prediction error in inter-coding due to that a large block may involve more than one moving object 

     (b) 

(1) DCT is a suboptimal transform, and has better coding gain then DFT and DST due to its smoother basis functions. Though its coding gain is less than KLT, it needs much less computation than KLT.

(2) DCT only involves real-number computations

(3) DCT has fast algorithms similar to DFT.

(c) 

For still or low-motion objects, frame DCT/MCP can achieve better coding gain since it has larger dependency along the vertical direction for DCT as well as a better prediction can be found using MCP, while for higher–motion objects, field DCT/MCP can achieve better result due to the interlace scanning. A hybrid scheme will take advantage of both methods.

(d)  In applications requiring the following features, we may like to use MJPEG instead of H.26x and MPEG

(1) much less computation and storage memory (MJPEG doesn’t perform motion estimation and compensation)
(2) coding gain is not critical (i.e., with enough bandwidth and storage space)

(2) stronger VCR control (e.g., rewind, accurate random access, fast-play, etc.)

(3) higher error resilience (MJPEG doesn’t exploit inter-frame dependency)

(f) The equality is true.
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2.    (15%)

A source has two possible symbols (0,1).  A sequence of symbols from this source is first coded by the run-length coding into 3-D symbols (r, v, e) where “r” represents the number of symbol “0” before the symbol “v”, and “e” represents end-of-sequence (e=1 indicates end-of sequence, otherwise, e=0). The 3-dimensional symbols are then coded by Huffman coding with a probability model defined by the following table: 

       3-D symbols        probability

             (0,0,1)                   0.20
             (0,1,0)                   0.30
             (0,1,1)                   0.20
             (1,0,0)                   0.10
             (1,0,1)                   0.10
             (1,1,0)                   0.05
             (1,1,1)                   0.05 

(a) Construct a minimum-variance Huffman code based on this probability model. (8%)

(b) Use the Huffman code you constructed to encode a sequence “00101100”. (7%)

3.    (12%)

JPEG decoding.  The quantized DC value of the previous block is 18.  A block is coded with JPEG and produce the following bit-stream:  1001010011101001010.  Decode this block.
Sol:

The decoded sequence of coefficients is (23, 1, -21)

4.    (20%)

An MPEG sequence is coded at 3 Mb/s using a periodical GOP structure with N=15, M=3 (IBBPBBPBBPBBPBBIBBP…) and frame rate 30. The user terminal can support VCR functions such as forward-play, reverse-play, fast-forward, fast-reverse, random access, etc.
(a) Describe two possible methods to supporting the reverse-play mode. Compare the advantages and disadvantages of the two methods. (6%)
(b) Assume all the I-frames produce the same number of bits, and so are all B-frames and all the P-frames.  Further assume that the ratio of the bits produced by an I, a P, and a B frame is 4:2:1  When the user requests to fast forward, the server sends only the I- and P-frames over the network, which results in a speed-up factor of 3.  What is the channel bandwidth required for streaming the video in this 3x fast-forward mode? (7%)
(c) Similar to (b), if only I-frames are sent in the fast-forward mode, the speed-up factor becomes 15. What’s the channel bandwidth required for streaming the video in this case? (7%) 
Sol:

(a) 

 (1) Decode the whole GOP, store all the decoded frames in a frame buffer, and play the stored frames backward. This method requires a large frame buffer to store the whole GOP, while its average computation cost is not increased.
(2) Decode the GOP up to the current requested frame, and then go back to decode the GOP up to the next requested frame. This method requires much more computations when compared to method (1), while its storage cost is not increased.
     (b)  54/11 Mbits/sec

(c)  90/11 Mbits/sec
5. (16%)

(a) What are the problems of the video codec shown in the following figure? Correct the architecture as required (8%)
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(b) The following video transcoder can be used to reduce the bit-rate of a pre-encoded video from R1 bits/sec to R2 bits/sec (R2<R1) by requantizing the DCT coefficients with a coarser quantizer or dropping some high-frequency coefficients. What are the problems of this video transcoder? (8%)
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With the open-loop video transcoder as shown, after high-frequency cutting or requantization of DCT coefficients, the contents of reconstructed video at the end decoder and front encoder will be different. This mismatch will also result in drifting errors, leading to error propagation.. 

6. (32%)

With the following MPEG-2 SNR scalable codec,

(a) Explain briefly how this codec achieves SNR scalability (5%)

(b) This codec may result in some drifting error. Explain how the drifting error be caused. (5%)

(c) Analyze the drifting error mathematically. Make the necessary assumptions if required. (10%)

(d) Try to design a drift-free SNR scalable codec and compare it with the following codec. (12%)
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(a) MPEG-2 SNR-scalable encoder                          (b) MPEG-2 SNR-scalable decoder
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