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ABSTRACT

The 24-hour news TV channels repeat the same rtewsssagain
and again. In this paper we cluster hundreds efsnstories
broadcasted in a day into dozens of clusters asupto topics,

and thus facilitate efficient browsing and summeatian. The

proposed system automatically removes commercigdidsr and
detects anchorpersons, and then determines boasadafinews
stories. Semantic concepts, the bag of visual woodel and the
bag of trajectory model are used to describe whdthow objects
present in news stories. After measuring simildsgyween stories
by the earth mover’s distance, the affinity progegeaalgorithm

is utilized to cluster stories of the same topigetber. The
experimental results show that with the proposedthaus

sophisticated news stories can be effectively ehest

Categories and Subject Descriptors

H.3.3 [Information Storage and Retrieval: Information Search
and Retrieval €lustering, information filteringl.2.10 [Artificial
Intelligence]: Vision and Scene Understandingigdeo anlaysis.

General Terms
Algorithms, Performance, Experimentation.

Keywords
News story clustering, bag of visual word, bag KHjetctory,
semantic features, earth mover’s distance, affimigpagation.

1. INTRODUCTION

Nowadays large amounts of TV channels broadcass 2dvhours
a day. We can easily receive news by turning orilieHowever,
everyday only dozens of stories are new to theesmaed, and in
most time the same stories repeat again and agelile

interleaving with variations of old and fresh canteTherefore,
clustering topic-related news stories is interestand urgently
demanding as it is the fundamental step for newswsing,

retrieval, and summarization.

It's worth clarifying some related terminologies.néws shots a
video shot containing part of news content, whiciyrbe shots
with the anchorperson, interview, or events likeagde or car
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accident. Anews storymay include several news shots to
completely convey a message. It often containscuesee of
shots with the anchorperson and the event itsetl, ends until
the anchorperson reports the next messageews topicmay
contain several news stories describing evolutibancevent over
time, such as “Congressman shooting” or “Steve’Jibk leave”.

The goal of this work is to continuously monitomrgebroadcast
and cluster topic-related stories into a numbegrafups that is
much fewer than the total number of news stories.fedv

challenges should be addressed. Firstly, a lot rodlevant
materials, such as commercial breaks, should barelted to not
only reduce computation complexity but also inceeakistering
accuracy. Secondly, semantics of news stories dhdw

appropriately represented to well calculate sintifabetween
stories. Rich information and significant visuatigéions in news
videos make this issue more troublesome. Thirtllg,appropriate
number of news clusters for a day is not knowndwaace, and
thus an elegant clustering scheme is needed.

Generic concept detectors have been proposed tectdet
object/scene/event in TRECVID news corpus. Howewaost
studies focus on detection in keyframes extractedn fshots,
rather than thinking a news story in a whole. Indiadn,
imperfect text-based tags can hardly well represseguificant
visual variations. One recent work on news shots & seen in
[10]. Wu et al. [11] propose a multimodal news gtolustering
framework. They treat news stories as the basitysisaunit and
exploit co-clustering scheme with near-duplicatestmints to
link stories. However, in their work boundaries sibries are
known in advance, which is not a trivial task inreal news
monitoring system. Moreover, they detect near-aapdi
keyframes as a matching constraint, without comsigemotion
information in stories. To address the issues ds=trabove, we
propose a system to automatically cluster topiateel news
stories from a continuously-captured lengthy neidse.

Figure 1 shows the system flowchart. We keep reogreideo

broadcasted from TV news channels for eight to hears. A
lengthy video is first segmented into shots, ang plarts with
commercials are removed. For the remaining shathapersons
are detected, and thus boundaries between newmesstare
determined. What objects and how objects movenieves story is
described by the bag of visual word model and tlag bf

trajectory model, and each news story is then ssmted by a
sequence of feature vectors. Earth mover’'s distanogsed to
evaluate similarity between news stories, and ttien affinity

propagation algorithm is adopted to conduct clusgerFinally,

news stories conveying the same topic are clustegsther.
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Figure 1. Flowchart of the proposed framework.
Contributions of this work are summarized as foBow

® Automatic story segmentation: this system autoralyic
removes commercial breaks and detects anchorpebsses!
on face information to segment news stories.

® Bag of word model: we describe each news story fbmtin

what andhow aspects, which is verified to be more robust to

characterize news content.
® Clustering: the affinity propagation algorithm igpéoited to
cluster topic-related stories without any prior Wwihedge.

The rest of this paper is organized as followsti8e@ provides
literature survey. Section 3 describes how we sagnand
represent news stories. In Section 4, similarittween news
stories is calculated and thus clustering is cotatlic
Experimental results are reported in Section Spfeéd by the
concluding remarks in Section 6.

2. RELATED WORK
2.1 News Story Clustering

Clustering similar video clips to facilitate browgi and

annotation has a long history. Zhong et al. [13]pmse an earlier
method to conduct video shot clustering based dor,conotion,

and temporal variance. Specifically for news videaspic

tracking or news story clustering facilitate us docess large
volume of news video corpus. Ide et al. [14] redpgrclosed

caption into text, and then use text informatiorségment news
topics and conduct topic tracking. Also based ot it6formation,

Nallapati et al. [15] investigate methods for maualgl the

structure of a topic in terms of its events. Thegppse an event
model to cluster stories and describe dependentyeba them.
Zhai and Shah [18] present a semantic linking nebttm find

similar news stories across sources. They conbidlier facial and
non-facial keyframes, and language correlation dhasm

automatic speech recognition. Hsu and Chang [1&jpgse

representation and similarity measure for news oddeased on
visual features, visual near-duplicates, and semargncepts.
Given a news story, they measure its topic relewasmore by
fusing the aforementioned features. Wu et al. [irbjpose a co-
clustering algorithm, with the constraint derivetbri near-

duplicate detection, to mine topic-related newsiaso Similar to

[16], they find that near-duplicate detection pd®sd important
clues to detect topic-related stories. Following #ork in [14],

Wau et al. [17] first search stories related to duery video based
only on textual information, and then near-dupkcdetection is
adopted to further polish the detection resultgjukry-expansion
algorithm is further proposed to rank stories i@ $ame group.

In [14], although news threads can be elaboratédgodered,
closed caption does not exist for all news broattogisThe work
in [15] only works for text news. Zhai and Shah][b&inly rely
on face information and spoken content to link ¢eglated
topics. In our work, we would like to exploit moregbust features

recently proposed. The work in [16] reported prongs
performance. However, the topics they experimerded too
rough, such as the topiwish_blair Furthermore, given a targeted
topic, they evaluate the relevance score of a n&@ey to this
topic. In [11], number of topic in the news coliect is needed
before clustering. In our work, number of topic afracteristics
of these topics are not known in advance. Givereight-hour
long news videos, we would like to cluster stoiige appropriate
number of groups without any prior knowledge. Cormgawith
[17], our system segments a news video into apatnumber
of groups, without any initial query video as teenplate.

2.2 Video Copy Detection vs. Near-Duplicate

Detection

Video copy detection refers to determine whetheneseideos in
a database contain content similar to the quergovitf we take a
news story as the query video, and detect videdesofpom a
collection of news stories, news story clusteriag be achieved.

Near-duplicate detection is another technique kigklated to
news video clustering [11][17]. There may be adangimber of
near-duplicate frames in topic-related news storiésmparing
with video copy detection, near-duplicate detectfon videos
tends to consider perceptual similarity. In genevaleo copies
often differ from each other in visual editing, Bucas
gamma/contrast change, resolution change and e On
the other hand, near duplicates often differ fraoheother in not
only visual editing, but also camera parameter ghan
photometric changes, and scene changes. The lestr fmay
cause significant content variations. Overall, thefinition of
near-duplicate is more extensive than video copy.

For clustering topic-related news stories in thmesdV channel,
techniques of video copy detection may be usefahbse topic-
related news stories have highly similar visual teah For
clustering topic-related news stories across TV nobés,
techniques of near-duplicate detection may be udefcause
topic-related news stories have relatively variestial content but
convey the same semantics. However, because diffeh@nnels
have different broadcasting styles, or even differmews
resources, in many cases neither video copy detectdr near-
duplicate detection techniques are sufficient todte news story
clustering. This problem becomes more severe noysaldecause
of fancy special effects (e.g. marquee) on screerd a
unconventional broadcasting styles (e.g. dual andromulti-
party conversation).

3. NEWS STORY SEGMENTATION AND
REPRESENTATION

3.1 News Story Segmentation

The recorded video is segmented into shots acapritinframe
differences based on linear combination of YCbCrlorco
histogram and edge change ratio [1]. Because wéncausly
monitor and capture video signals from TV news Hoaating,
many commercial breaks would be captured. To
commercial breaks, the idea proposed in [12] ispssth We
measure how likely a shot belongs to a commerciablb by
calculating shot change rate in its neighborhoba Video shot
starts at theth second, its “commercial likeness” is the numtfer
shot changes in the rangé—30,i+ 30). The shots with
commercial likeness higher than a threshold arerdgbed as in

remove



commercial breaks. The threshold can be set acuprdo

regulations governing advertisements in differentrdries. In our
work, the shots that have the largest 20% comnidikémess are
determined as in commercial breaks and are notidenesl in the
following processes. A video section that contatosisecutive
non-commercial shots is viewed as a part of newgram, and is
called anews sectioiin the following.

Most news stories start with a shot where the ampehson reads
the script, have some shots of interviews or evantsthe

following, and end with a shot where the anchomergports the
next news story. Therefore, appearance of the apehspn

provides important clues for news story segmentat®ecause
the anchorperson appears more frequently than sthee

determine the “major face” [6] for each news settio detect the
anchorperson.

For each shot in a news section, we first detesfaand connect
temporally adjacent faces that are similar andiaihatlose as a
face track. Relationship between face tracks ireasnsection is
modeled as a weighted undirected grépk (V, £), where each
node v € V denotes a face track, and an edgg € &
connectingv; and v; contains a weighting defined as the
similarity between these two face tracks. Afterstiprocess,
finding the most frequent face in the news secti@s been
transformed into finding the largest subgraph ie tiraphG.
Details of graph partition please refer to [6].

In our work, appearance of the major face indicamsndaries of
news stories. Note that the major face is adaptigetermined for

consecutive selected frames. Motion vectors of heaicfeature
points are determined, and sequences of matchaddgzoints in
consecutive selected frames constructs motionctajes.

For a shot, a large number of trajectories witlfedéint lengths
may be extracted. To efficiently represent a ttajgc we collect
statistics of moving directions in trajectories .[5Moving
direction is categorized into five classes: moviogyard up-right
(denoted by 1), moving toward up-left (denoted By rBoving
toward left-bottom (denoted by 3), moving towardhtibottom
(denoted by 4), and no movement (denoted by 0).céfeulate
the probability of each moving direction and form &
dimensional vector to describe a trajectory. Foaneple, if
moving directions of a trajectory of five framesdd, 1, 2, 2),
they are transformed as the vector (0:0.0, 1:028,5, 3:0.0,
4:0.25), in which if:n) indicates the probability of moving toward
directionmisn.

Motion trajectories are viewed as the basic elemémtdescribe
how object moves in videos [5]. We conceptually naapideo
into a document, and map trajectories into visualrds for
constituting the document. Feature vectors transdr from
motion trajectories are clustered by the k-meagsrahm. The
ones that are grouped into the same cluster arenedato
represent the same bag of trajectory (BoT) wordBaY word
conceptually represents a set of trajectories twate similar
moving evolutions. A video sho# that consists of many
trajectories, therefore, is transformed into a Bedrd histogram
t = {ni.4,n2,4,...,x,4}, iNn Whichn, » denotes the number of
trajectories corresponding to tiie BoT wordb,. The valuek is

each news section. Therefore, the proposed work aNthe number of different BoT words, i.e. number loiters.

automatically segment news stories for an 8-hooglmews
program where the anchorperson may change. Thisotatoes
not need training data for face recognition. In fbkowing text,

the shot consisting of anchorperson is eliminatechfeach news
story, and only the news content is described.

3.2 News Story Representation

We describevhatandhow|[2] objects/events present based on the
bag of visual word model and semantic concept tietecand the
bag of trajectory model, respectively.

® Bag of visual word (BoW)
For shots in a news story, we sample one out afydixe frames
and use the TOP-SURF visual word toolkit [3] tonsform every
selected frame as a visual word histogram. Visuardw
histograms for sampled frames in the same shahareaveraged.
Finally, a news story consisting of a sequence of shots is
transformed into a sequence of visual word histogra

BoW; = (hy, ha, ..., hy), (1)
whereh, 1 < k < m, denotes the average visual word histogram
for thekth shot in theth news story, andr is the number of
shots in this story. This representation describvesights
indicating presence and absence of visual words caaracterize
news stories from thehataspect.

® Bag of trajectory (BoT)

Similar to the model described above, we samplecon®f every
five frames from shots in a news story to reducematation.
From each selected frame we extract the SURF (8pkkr
Robust Features) feature points [4]. The KLT (Kahdcas-
Tomasi) algorithm is then applied to conduct feattracking in

Different BoT words have different influences onscibing
documents. From the study of natural language peicg, we
can measure the importance of a BoT word by TF-(B#fm
frequency — inverse document frequency):

Ni.d 1

ng O N @
where ny denotes the number of BoT words (number of
trajectories) in the document (video shat) n; denotes the
number of documents that contdin andD denotes the total
number of document. i occurs frequently in the document

but rarely occurs in other documents, it's a monpadrtant BoT
word to describe the video shat

w; =

After the processes described above, we transfaah eideo shot
as al{-dim vectorg = (w1, wa, .., wk), in whichw; denotes the
weighting corresponding to thi¢h BoT word. Finally, a news
story ¢ consisting of a sequence of shots is transforméal &
sequence of BoT word histograms:

BoT, = (91,92, 9m), ®3)
whereg,,1 < k <m, denotes the BoT word histogram for the
kth shot in theth news story, anéh is the number of shots in
this story.

® Semantic features

Though we describe visual and motion information news

stories, topic-related news stories across chanmelg have
significant visual variations. Therefore, we furtidetect semantic
concepts in videos to describe news stories. Ouk whlizes the

VIREO-374 concept detectors [19] to detect semdreatures of
every video shot. The VIREO-374 concept detectorstain 374



concepts which are modeled by support vector mash{8VM).
Following the setting of VIREO-374, we select oreyfkame for
each shot, represent each keyframe by visual warts,estimate
concept scores based on the pre-trained conceplsnd@ecause
we have voluminous video shots, and a lot of tis@eeded to
detect all 374 concepts, we only detect 39 of 3fikepts that are
the same as LSCOM-lite [20] to reduce computatiBrery

algorithm takes similarity between stories as inpandomly
chooses an initial subset of stories as examptand, iteratively
exchanges messages between examplars and othepalata
until convergence. Two types of messages are ceresid
responsibility and availability. The responsibilitynessage
r(m,n) indicates how well point serves as the examplar for
point m. The availabilitya(m, n) indicates how well pointn

keyframe are thus associated with 39 concept scamred we

concatenate these concept scores as a feature.vEei® feature

vector is normalized and describes presence ofemiacin a

keyframe. Finally, a news stofyconsisting of a sequence of shots

is transformed into a sequence of concept scor®ngec
SC; = (€1, ¢2, ..., em),

wherecy, is a 39-dim concept score vector.

chooses point as its examplar. Jointly considering two messages
indicates how likely pointsr andn should be clustered together.

Similarity between two stories andv; is defined as

—D(viy) o {Ing [ty —tal, Af [ty —t| <K, ®)
1, otherwise.
The first term is derived from the integrated EM&ween v; and
v;. The values;; is larger if D(v;,v;) is smaller. The second
terms is specially designed to consider temporsthdce between
two stories in the same TV channel, in whigldenotes that the
story v; is thet:-th story from the beginning of the video. The
logarithm to baset is monotonically increasing until; — #;
reacheg. The numbek can be set according to the approximate
period of topic-related news stories would repEat. example, if
topic-related stories tend to be reported evermtythstories, this
value can be approximately set as 30. This valug aepend on
broadcasting styles of different TV channels. Irodatcasting
news, it's rare to repeat the same news in a dime period.
Therefore, the value;; is larger ifv; is at a larger temporal
distance from;. Given similarity values between stories, the AP
algorithm clusters news stores into several groapd, stories in
the same group are viewed as in the same newegrclust

@ s =e

4. NEWS STORY CLUSTERING

4.1 Earth Mover’s Distance

To cluster similar news stories, we have to measimelarity

between news stories of unequal lengths. In thiskwaeve

calculate the earth mover’s distance (EMD) betweens stories
based on the representation mentioned above, dtegmmising
performance in several domains [7][8]. Note thdteotdistance
measures, such as SQFD [21], capable to deal witqual-

length data sequences can be used under the pdofpasework.

In the following, EMDs are respectively calculatemsed on BoW,
BoT, and semantics, and are then integrated tdljogonsider

whatandhowaspects.

Taking BoW-based EMD as the example, a news storng
represented a® = {(h7,w]),..., (A%, wk)}, whereh? is the
average visual word histogram for tigh shot inP, n is the
number of shots i. The weight«? serves as the total supply of
the suppliers or the total capacity of consumershia EMD
method. It is defined as ratio of the length of itieshot to the
total length of all shots i#. Similarly, another news stofy is

5. EXPERIMENTS

5.1 Evaluation Dataset
We capture news videos from four news TV chanrgdeh video
includes all things being broadcasted, e.g., newgrams and

represented as@ = {(hf,w]),....(hL,wi)} . The EMD commercials, and lasts for eight to ten hours. &ablshows
between” and( is computed by detailed information. We manually define groundtguof story
S ST fd boundaries and news topics. There are totally 7\@snstories

Dpow (P,Q) = ==L =izt /v W (5) that cover 334 topics. Broadcasting styles of diffeé TV

S 2t fis channels are varied. The video from TV3 is esplycédited and

relatively has bad visual quality, and thus mangt dboundaries
are falsely detected. Figure 2 shows some snapsbfothe
evaluation data, from which we can realize visu@hplexity of
these videos and high variations between diffeckahnels.

Table 1. Information of the evaluation dataset.

where d;; is the ground distance betweéd and h{ and is

defined as the Euclidean distance. The optimal flﬁ,yvis
determined by solving the following linear programgiproblem:

fi; = arg Illinfij Z?:l Zjn:l Jigdij

s.t. 2721 Z:’L:l fi; = min (2?21 wf-’, jm:1 wj-); fis 2 0; 1 Durag%r;un # news stlosrlEes # top|cs78 # wdeogf;c;ts
Y fy Swl 1<i < 3T fy <wl1<j<m. (6) TV2 8 hour: 17€ 85 902¢
Similar method is used to calculate EMD based o Bod TV3 10 hours 240 91 29088
semantic representation. Three EMDs are then lineambined Tv4 10 hours 201 80 7898
to form the integrated distance between two newsest” and@: Total 36 hour 772 334 5354:

5.2 Performance Evaluation

® Performance of news story segmentation

Figure 3 shows performance of news segmentatia@tiston and
recall in each channel are about between 0.6 ahdT@o factors
influence this performance: 1) Commercial remo&dme news
stories have frequent shot changes because of fanaylcasting
styles (c.f. Figure 2). This largely increases idifty of

commercial detection. 2) Anchorperson detectionm&mews
stories contain dual anchorpersons, and they aderto report

D(Pj Q) = QDBOVV(P7 Q) + /GDBUT(P7 Q) + ’YD“;C(P', Q)v (7)
wherea, 4, andy control importance between different factors,
and range from 0 to 1.

4.2 News Story Clustering

After measuring distance between any two newsestpwe would
like to cluster similar stories into the same groBgcause we
don’t know the exact number of clusters in advartlee, affinity

propagation (AP) approach [9] is adopted for tliskt The AP



news. We assume anchorpersons in a news secti@arappre
than other detected faces. If there is more thanasthorperson,
one of them would be miss-detected.

Figure 2. Snapshots of the evaluation data.
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Figure 3. Performance of news story segmentation.

Table 2. Clustering performance based on diffefestires.

TV1 TV2 TV3 TV4 Average
BowW 0.44 0.5¢ 0.7z 0.8¢ 0.6€
BoT 0.24 0.3¢ 0.67 0.8t 0.5:
BoW+BoT 0.44 0.58 0.80 0.91 0.68
BoW+BoT+T 0.46 0.63 0.77 0.92 0.70
BoW+BoT+T+SC 0.68 0.63 0.78 0.95 0.76

® News story clustering in single channels
We use F-measure defined in [11] for performan@dustion. Let
G denote the ground truth afd denote the detected clusters. The
F-measuré- is
F =43¢ cglCilmaxc;en{ f(Ci, O},

2xp(Cy,Ch)yxr(C;,Cy)
H(Ci, Ci) = Zer e ©)

where the precisionp(C;,C;) = |C; (N C;|/C; and the recall
Gy, C5) = |Cs N Cy|/Ci. The termH =3 . 5 |C;| is used
for normalization. Highe¥' means better cluster performance.

Table 2 shows clustering performance. The first tawws denote
that only BoW @ =y = 0 in eqgn. (6)) and only BoTe( 0)
is considered, respectively. The first three roust fake the first
term in egn. (8) to measure similarity, while ttaestltwo rows
further consider temporal information as in eqr). e last row
also considers semantic features. From the first tews, we
found that BoW works better than BoT, i.e. desagiwhatare in
videos should be given higher priority than desogbhow
objects move. This result may come from that newdeos
contain relatively less content with significant toa. The third
row shows that with appropriate combination, joirdbnsidering
what and how aspects achieves better performance. We obtain
more performance improvement if temporal distanced a
semantics are incorporated into similarity measGmmparing the

— o~ —

=7v=

last two rows, we see integrating semantic featefésctively

improve clustering performance. We have worse perdoce for
TV1 and TV2, because many topic-related storieseatensively
edited to have different lengths or interlaced wiiffierent content.

® News story clustering across channels

In evaluating performance of news story clusteriagross
channels, temporal relation between news storiestisonsidered.
Although topic-related news stories may be reponteahy times,
some unimportant news stories may be reported onlie or
twice. Among the 334 news topics, 85 topics wepored once,
and 142 topics were reported twice or less. Accgrdio the
setting in [11], we call these stories outliers.this experiment,
we compare clustering performance based on thesetatsith
outliers (£' row in Table 3), based on the dataset in which the
ones only reported once are filtered odf (@w in Table 3), and
based on the dataset in which the ones only repdess than
twice are filtered out (3row in Table 3). We see better clustering
performance if outliers are filtered out. Furthersjosemantic
features just slightly improve story clusteringaas channels. The
reason may be that we only detect 39 concepts t@tene cost
consideration). Furthermore, although inaccuratemasic
concepts work well for video retrieval at the shmtel, how to
utilize them to describe a news story needs furshety.

Figure 4 shows examples of clustering results. igue 4(a),
content of topic-related news stories is similand ahus our
method effectively clusters them together. In Fagd(b), news
stories of different topics are erroneously clustietogether. This
case reveals shortage of current features, whitthcahnot very
accurately bridge the gap between visual charatiesiand news
topic (the semantic gap problem). We may alsoifaihe case of
Figure 4(c). News stories of the same topic are clostered
together, because content of news stories in geclisscompletely
different. This case sometimes happens if diffecdr@nnels have
significantly different viewpoints to report thissws. The same
political event would be reported in opposite vieps in
different channels. In the cases of Figure 4(b) 4(g), further
information such as speech or closed caption wbaltheneficial
to story clustering, which will be studied in theure.

Table 3. Clustering performance across channels.

BoT+BoW | BoT+BoW+SC
With outliet 0.36 0.37
Remove outlier 047 0.48
Remove outlier 2 0.46 0.47

® Relationship to near-duplicate detection

News video clustering sounds to be similar to neaplicate
detection or video copy detection. However, we tbtimat topic-
related stories have visual variations over thaeragsions of these
two techniques. We randomly select ten clusteriegults for
several times and evaluate the relationship betwaestering
accuracy and the ratio of near-duplicate keyfrariésrking like
a perfect near-duplicate detection module, we manesaluate
the number of near-duplicate keyframgsn the same cluster and
calculate the ratio as

r =

’
7

_ 10)
min(ny|,ny,....,ng)’ (
wherer; denotes the number of keyframe in news stpgndk
stories are clustered as the same topic in thisipbea

Figure 5 shows the relationship. Firstly, near-tigié ratios are
varied at different channels, and at the same dalaopic-related



stories may not have consistent properties (espeéta TV3).

This reflects various editing policies in differemhannels.
Secondly, we implicity see the trend that highdustering

performance can be obtained when more near-dupliegtframes
exist in the same cluster. Thirdly, even with petrfeear-duplicate
detection, news story clustering may still be difft. The near-
duplication ratios of TV1 and parts of TV3 are loand the
corresponding F-measure is below 0.5. This shoaitsrtews story
clustering is a more general problem than nearicate! detection.

o

(@)~

(b)~

(c) ~  Topic: Bribery in councior election

A

Topic: Bribery in councilor election

Figure 4. (a) News stories of the same topic thatchistered together. (b)
News stories of different topics that are clustetedether. (c) News
stories of the same topic that are not clustergetteer.
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Figure 5. Relationship btw. F-measure and nearicltgl ratio.

6. CONCLUSION

We have presented a news clustering system thamatitally
segments news stories, represents stories in tErrisual words
and trajectories, and then groups stories of theesapic. Based
on the captured broadcasted news, we verify thehdufeatures
from two aspects brings the best performance, whiéebag of
visual word model plays a much more important then the bag
of trajectory. In the future, we would evaluate theoposed
framework based on large-scale datasets, such &CVPD.

Moreover, we would improve clustering news storeasoss
different TV channels based on more features, saEhmore
results of concept detection or crowdsourcing kedlge.
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